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B9 CANARIE Inc

> Mission: To facilitate the development of Canada’s
communications infrastructure and stimulate next
generation products, applications and services

Canadian equivalent to Internet 2

private-sector led, not-for-profit consortium
consortium formed 1993

federal funding of $300m (1993-99)

total project costs estimated over $600 M
currently over 140 members; 21 Board members
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>
T CA*net 4 Update

> World’s First customer controlled and managed
network

> Evolution of networks is following evolution of the
computer

> Talwan and Ireland have purchase lightpaths across
to participate in UCLP research

> Korea and UK about to sign — others in negotiation

> Canada becoming a global hub for next generation
networks
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P
T UCLP Objectives

> No central management
> Uses state-full web services with SOA

> Partitions optical switches into domains that can be
managed and controlled by end users

> Create discipline specific re-configurable IP networks

— Multihomed network which bypasses firewalls with direct connect to
servers and routers

> Allow institutions to integrate wavelengths and fiber
from different suppliers and integrate with institution's
network management domain
— And offer VPNs to users
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STARLIGHT
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T Applications

> Distributed back planes between HPC Grid centers
— Westgrid 1 GbE moving to 10 GbE
— SHARCnet 10 GbE
> Distributed Single Mount file systems — Yotta, Yotta - SGI

— Needs very consistent performance and throughput to truly act as a
back plane

— Frequent topology changes to meet needs of specific applications

> Canada ATLAS — 980 Gbytes FCAL data once a month from CERN
to Carleton U, UoAlberta, UoArizona, etc

— Will significantly increase to Terabytes when production runs start
— Would take over 80 days on IP R&E network
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T Applications- 2

> CERN Low level trigger data to UoAlberta with GARDEN

— Initially streaming data rates 1 Gbps moving to 10Gbps later in
the year

> Canadian virtual observatory
— .5 Thyte per day to UoToronto and UoHawaii
— 250 Mbps continuous streaming from CCD devices

> Neptune — Canada (and US?) under sea laboratory — multiple
HDTV cameras and sensors on sea floor

> Canada Light Source Synchrotron —remote streaming of data
acquisition to UoAlberta

— 2 1to 5 Gbps continuously
> Canadian remote Nano and micro electronics laboratories
> Canadian military instruction to Czech republic
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@ » A new way of doing science
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> Science used to about test tubes, wet labs and big instruments
> But increasingly science is moving to networks and computers
> Science is now longer bound by bricks and mortar or geography
> NSF has announced “Cyber Infrastructure” initiative

— https://worktools.si.umich.edu/workspaces/datkins/001.nsf

> Europe has announce “elInfrastrcuture”

— http://lwww.pd.infn.it/einfrastructures/

> Recognition that more and more science is network and
computationally based

> Grids using web services will be foundation of this new research
methodology
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T i-Infrastructure

> CANARIE’s proposed program for Canadian science
and industry

> The computer is no longer the network
> Everything is the network

> To adapt service oriented architecture (SOA) using
state-full web services to integrate sensors and
Instruments into the network

> Building and extending upon our original work in
UCLP

> Major applications after science are process control
iIndustry and military applications
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Network recursive architecture
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p Features

> All hardware (sensors -wireless and wired), software
processes (Data processing and HPC) and network
elements exposed as state-full web services

> Hardware, software and network web services linked

together by science user with WSFL user defined late
state binding

— Some web services may be expressed as abstractions
of groupings of other web services

> Hence all “science” processes use network data
recursive architectures

— Re use and replication of same modules for software,
hardware and network for each science project
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_) 3 DoD Vision — Integrated Information
ki, Infrastructure

Pre-Decisional DRAFT

- Accomplished using an
Architectural Framework

i : e ~ based on Open
27 N Standards
wo * 2P | oo SENSING - Joint Services

)

- Based on a Distributed
. Services Architecture
(DSA) e.g. a Services-
Oriented Architecture
(SOA)

- Supports Mission
- Compose ability

Pre -Decisional DRAFT
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G$G Integrating The Entities

.ﬁfié.;;aiTransformatlonal Communications Systems
Multi-GBits ;
Gbit Link )

Smart Weapon
IP: 000.000.265.192

SAR Sensor IP: ©00.000.275.183
IP: 000.000.259.171

Ca———

IP: 000.000.315.025
IP: 000.000.305.026

People
IP: 000.000.245.129

Each Platform And Each Sensor, An Entlty Of The GIG,

Integrated With Warfightersand Their Applications
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| nvestment_$800+M

presence. Mltlgatesconstralntsmterrestnal
bandwidth. FY03: $500+M

* Requestsfor Proposals
» Contract awards

« Sitesurveys

* Installations begin

» Diversephysical accesstothe network, the
near term effort secure, robust
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FY04: $300M
o Completeall installations
* Provide minimum 100 Mbps per site per service

Tomorrow:

Voice, Video, and Data

« Keytointegrated net-centric transfor mation

Legacy at
Unclassified I[P sci p Voice Unclassified, Secret, and SCI
Video

Secret IP PSR
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Composing Mission Applications using Distributed
Services

Process A '_l

LN Process B '—

’-N Process D

—N Process C )—‘

—N Process Y

» Open Standards
» Joint
+ Services Oriented Architecture

» Composeaable

Mission Specific

Application
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Workflow

Visualization
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Data Models
SQL Service
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Net-Centric Enterprise Services
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DoD (Title 10)

I=II ) o o . .
siiiis Support real-time & near-real-time warrior needs, and business users I

|1C (Title 50)
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Transfor mational Communications (TC) & Computing Infrastructure Source: Bo# Young SAIC
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%G DoD Investments

| '"’!"':he Global Information Grid
Development Strategy _
 GIG Bandwidth Expansion (Gl G-BE)

e Transformational Communication
Satellite (TCYS)

e Joint Tactlcal Radio System (JTRS)

 Horizontal Fusion (HF)
e Distributed Common Ground Station (DCGS)

o Global Command and Control System (GCCYS)
o Crypto Transformation Program

- A Subset Of Several Key Initiatives
\
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