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|. Introduction:

The Devereaux et d. (2002)" paper is ameta-analysis of 14 sets of results from12 studies
which have as their dependent variable mortality rates associated with hospita trestment and which
include, among their explanatory varigbles, information on the ownership of the hospitasin which the
patients were treated. The Devereaux et d. paper deds with relative mortality between private for-
profit (PFP) and private not-for-profit (PNFP) hospitalsin the United States, and does not include
information from any other countriesin which for-profit hospitals operate. It does not consder mortality
in American for-profit hospitals rdative to American public hospitals, on the grounds that 95% of
Canadian hogpitds are technicaly private not-for-profit ingtitutions run by their own boards of directors
and adminigtrators. In this decision the authors seem to have been perhaps overly influenced by the
appearance of independence.

It istrue that the day to day administration of Canadian hospitalsisin the hands of hospital
boards, but those boards are free to manage their hospitals only so long as they reach decisions of
which the provincid ministries of heglth approve. If aprovincid ministry decides to close a service, or
move a service from one hospita to another, there is nothing the hospital board can do about it except
try to raise apolitical fussthat might cause the minister to back down. If ahospita board decidesto
close asarvice, the ministry can prevent it. The ministry can even close an entire hospitd, should a
restructuring commission recommend it.

In support of their argument, Devereaux et d. cite a paper by Deber? (2000) whose author

"Devereaux, P.J. et . (2002) “A systematic review and meta-analysis of studies comparing
mortality rates of private for-profit and private not-for-profit hospitals’ Canadian Medica Association
Journal 28 May, 166(11), 1399-1406 (plus appendix published on-line).

“Raisa Deber (2000): Getting What We Pay For: Myths and Redlities about Financing
Canada' s Hedlth Care System Department of Hedth Adminidration, University of Toronto




argues that most Canadian hospital's should be classified as private rather than public sector on the

grounds that their employees do not work directly for governments, are not civil servants and that their

management does not have to follow civil service guidelines. On this evidence, most provinces  school

systems would not be classified as public sector, and the military would be classed as private enterprise.
It is not aterribly convincing argument.

It is aso worth noting that the image most Canadian have of American not-for-profit hospitals
as providing uncompensated care to the uninsured is not Strictly accurate. Most of that careis actudly
provided by public hospitas and afew teaching hospitals.  For the most part, private not for profits
provide no more uncompensated care than do private for-profits. Norton and Staiger (1994)° find thet
when for-profits and not-for-profits are located in the same area, they serve equivaent numbers of
uninsured patients’. Differences in gross figures on the number of uninsured served by different types
arise because PFP and PNFP hospitals are not distributed identically across the United States. Private
American hospitas, both for-profit and not-for-profit, have considerably more freedom than Canadian
hospitals have to choose the mix of patients they will serve. Canadian hospitasin this regard are much
more like American public hospitals than they are like American PNFP hospitals.

While there are good reasons for wanting to compare the performance of American PFP and
PNFP hospitals, most notably the fact that they are much more aike than either islike American public
hospitas, the argument that Canadian hospitas are more like American PNFPs than they are like
American public hospitas is not convincing.

3Edward C. Norton and Douglas O. Staiger (1994): “How hospital ownership affects access to
carefor the uninsured” Rand Journa of Economics 25(1), Spring, 171-185

“*American PNFPs are supposed to provide community service, like uncompensated care, as
the price of their tax exempt atus. While many do, the behaviour of many more is such that many
municipaities and states are beginning to doubt that the PNFPs are living up to their end of the dedl.



The Devereaux et d. paper aso presents arather mideading picture of the financid Stuations of
PFP and PNFP hospitasin the United States. The authors say, for example, that “ Typicaly investors
expect a 10%-15% return on their investment.” (Pg. 1404). If that is so, investorsin the for-profit
hospital sector have consistently been sadly disappointed and presumably have never learned, since the
average profit margin of for-profit hospitasis on the order of 5% and has been at that figure for severd
decades. In mogt years the average profit (or, asit is more commonly termed in the not-for-profit
sector, surplus) margin of not for profit hospitals has consstently been on the order of a percentage
point or two less’.  In the past couple of years PNFP margins have been significantly below those of
PFP hospitas, but that was because of |osses the PNFPs took on their for-profit operations. They had
purchased physician practices and insurance operators which they were running on afor-profit basis,
perhaps in expectation of a 10-15% return, but discovered that for profit medicine is not actudly al that
profitable. According to Sloan (1998)°in 1993  the median margin for for-profit hospitals was 4.9%,
compared to 3.6% for nonprofits, and 29% of for-profits had negative margins compared with 22.2%
of nonprofits. Hoerger (1991)" andlyzed the relative variability of profits between for-profit and not-
for-profit hospitals® - in his data set (a panel data set drawn from the period 1983-88, permitting him to
investigate the effect of the change in the way U.S. Medicare paid hospitals) the mean net profit® in total
dollar terms of not-for-profit hospitals was 40% higher than that of for-profit hospitals™®.

Mark (1999)* looks at adata set containing information on al private acute care hospita
conversions between 1989 and 1992, and at a comparison data set consisting of 3800 acute care

*MedPAC: Report to Congress. Medicare Payment Policy March 2001

®Soan, Frank A. (1998): “Commercidism in Nonprofit Hospitals” Journd of Policy Analysis
and Management 17(2), 234-252

"Thomas J. Hoerger (1991): “* Profit’ variability in for-profit and not-for-profit hospitals’
Journd of Hedlth Economics 10, 259-289

8He found profits to be more variable a for-profit hospitals.

Net profit was defined as “net patient revenue plus total non-patient revenue minus total
operating costs and tota other expenses’.

191t might well, of course, be argued that what mattersis not what the profits are so much as
what is done with them. It is generdly assumed that PFPs didtribute their profits to their investors, while
PNFPs use them to advance their socid objectives. This neglects the fact that many PFPs use retained
earnings for investment in plant and equipment. It is aso worth noting thet, if PNFPs were using the
profits from profitable services to subsidise unprofitable ones, their profit figures would be lower. And,
of course, they have to earn the profitsin the first place.

UTami L. Mark (1999): “Andysis of the Rationae for, and Consequences of, Nonprofit and
For-Profit Ownership Conversons’ Health Services Research  34(1, Part 1), April, 83-101




private hospitals which did not convert over the same period. Comparing for-profit and not-for-profit
hospitalsin generd (ie not just the conversion group) she found that  profit margins were higher for non-
profitsin 1989 and 1990, equa across the two typesin 1991 and higher for for-profitsin 1992-95.
For six of the seven years she looked at, (again, in the broader group of hospitals, not the converting
hospitals) average operating expenses and average Medicare expenses did not differ across the groups.
Consigtent with other work on how PFPs make their profits, she found that average revenues
(caculated per discharge) were higher in PFPs than in PNFPs, in al saven years (dthough in one of
those years, her Table 6 suggests no difference). She dso found that in six of the seven years she
looked at, total staff-to-patient ratios and registered nurse-to-patient ratios were sgnificantly higher in
for-profits than in non-profits, and that in five of the years, total nurse-to- patient ratios were higher in
for-profits.

Even if the margins are much smaller than Devereaux e d. suggest, and even though in some
years nonprofits have had higher margins than for-profits, on average (Soan (1998)), it istrue that for
profits have consstently had higher margins than nonprofits, if only by a percentage point or two. There
has been considerable research on for-profit and nonprofit hospital financial performance™, and the
most common result in thet literature has been that for-profits achieve their extramargin on the revenue
dde, not the cost sde. Empiricaly, for-profit hospitals do not make their extramargin by cutting costs,
they make it by earning extra revenue.

Empiricaly dso, not-for-profit and for-profit hospitals show very much the same responsesto
economic incentives™ and, perhaps more tellingly for the argument that not-for- profits are fundamentally
different, both tend to take advantage of being in amonopoly position by raising prices™. The

12Geg, for example Ramesh K. Shukla, John Pestian and Jan Clement (1997): “: A Comparative
Anaysis of Revenue and Cost-Management Strategies of Not-for-Profit and For-Profit Hospitas’
Hospitd and Hedth Services Adminigtration 42(1), Spring, 117-134

Duggan (2000) looks at the effect of the introduction of California s Disproportionate Share
Program (DSH), which rewarded hospitals for providing careto certain types of uninsured patients, on
the behaviour of PFP and PNFP hospitals. He found that both PFP and PNFP hospitals practised
cream skimming, increasing the share of their patient mixes made up of the now more lucrative uninsured
at the expense of uninsured groups not favoured by the DSH program, whom they |eft to public
hospitals. Both PFP and PNFP hospitals significantly increased their revenue as aresult of the
introduction of the program, but neither type used the extra revenue to improve medical care qudity for
the poor or to increase the care they provided to groups which did not benefit from DSH. Both types
used their DSH revenues primarily to increase their holdings of financid assets. Duggan concludes that
there is no difference in the response of the two types of hospitals to financia incentives, and dso
concludes that PNFPs are no more dtruistic than PFPs. Mark G. Duggan (2000): “Hospita
Ownership and Public Medica Spending” Quarterly Journa of Economics CXV, November, 1343-
1373.

14See the literature reviewed in Sloan (1998) and in Brian S. Ferguson (2002): Profits and the
Hogpital Sector: What Does the Literature Redly Say? Working Paper, Department of Economics,
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“nonprofit” defence againgt anti-trust actions, which argued that nonprofit hospitals should be immune to
anti-trugt action because their nonprofit nature indicates that they are public-service oriented, is under
attack by legd scholars because of the behaviour of non-profit hospitals which have achieved monopoly
or dominant market positions'.

Universty of Guelph, and Atlantic Indtitute for Market Studies.

2\/aughn, Amanda J. (1999): “The use of the nonprofit “ defence” under section 7 of the
Clayton Act” Vanderbilt Law Review 52: March, 558-597




The Devereaux et d. articleis dso mideading with regard to the different sources of funds
available to PFP and PNFP hospitals. Theimplication in their discussion of investor pressureis that
not-for-profits, because they cannot access the stock market, do not have external pressures. While it
is true that the non-distribution requirements on PNFPs means that they cannot sell stock, they can and
do sdll bonds. As Sloan, Hoerger, Morrisey and Hassan (1990)*® show, PNFPs have seen a significant
declinein philanthropy over time, with philanthropy tending to decline as insurance coverage increased.

In 1993, for community hospitals generdly, philanthropy, grants and interest income made up just 2%
of hospital revenue  (less than the average community hospital made from parking and the gift shop)
while Medicare and Medicaid payments made up 55% and other insurance plans made up 33%"".
Instead, PNFP hospitals make considerable use of bond markets - it was estimated in the early 1990s
that there was a that time over a hundred billion dollars (U.S.) worth of nonprofit hospital debt
outstanding™®. Bond financing is different from stock financing in one (for our purposes) significant way:
bond holders take priority over stockholders. Stockholders share in the profit of an enterprise, but dso
shareintherisk. Bondholderstend to get asmaller return than stockholdersin very good years, asthe
price of not having to share in the lossin bad years. Stock holders can be told that there will be no
dividend paid this year; it is much harder to get out of making a bond payment. In fact, sockholders
can be told that there will be no dividend payment because a bond payment must be made. The fact
that PNFPs cannot have stockholders means that their external investors - their bondholders - do not

1°g0an, Frank A., Thomas J. Hoerger, Michadl Morrisey and Mahmud Hassan (1990): “The
Decline of Hospitd Philanthropy” Economic Inquiry 28(4), October, 725-743

Y Getzen, Thomas E. (1997): Hedlth Economics. Fundamentals and Flow of Funds John Wiley
& Sons, New Y ork

185ee Gerard J. Wedig, Mahmud Hassan and Michael Morrisey (1996): “Tax-Exempt Debt
and the Capital Structure of Nonprofit Organizations: An Application to Hospitas’ Thejournd of
Finance 51(4), September, 1247-1283. Also Michael Grossman, F. Goldman, S. Nesbitt and P.
Mobilia (1993): “Determinants of interest rates on tax-exempt hospital bonds’ Journd of Hedth
Economics 12, 385-410




have to share in the losses of abad year. If anything, in abad year, thiswould put greeater financid
pressure on a PNFP that was relying on the bond market than it would on a PFP that raised its funds
from shareholders as well as through the bond markets.

Further, the interest rate a hospital, whether PFP or PNFP must pay on its bonds depends
crucidly on its credit rating™®. For bond market purposes, PNFP hospitals are rated by the same credit
rating agencies that rate investor-owned operations. A hospitd’s credit rating will depend onits
expected ability to make its bond payments, which in turn will depend on its net margins. Quite
consgtently on an annud basis through the 1990s, more not-for- profit hospitals had their bonds
downgraded than upgraded. Contrary to the impression created by the Devereaux et a paper, then,
PNFP hospitals do have externd, commercia investors and do face significant pressures from them.
Langland-Orban et al. (1996)% argue that an increased need to rely on debt financing incresses current
interest expenses, which increase the carrying cost of new plant and equipment, and may discourage
invesment in plant and equipment. Even on asmdler scale, PNFPs which finance invesment by
borrowing from their loca bank have to make interest payments, and whether the scale of borrowing is
large or small, the people lending to the PNFPs are doing so in the expectation of making a profit
comparable to that which they could earn dsewhere. As Getzen (1997)* notes, as community PNFP
hospitals took on more and more debt and came under increasing financia pressure from borrowers,
they had to become more and more business oriented. The notion that PNFP hospital's are somehow
immune to investor pressure is nothing but a pleasant fantasy.

¥Grossman et d (1993) estimate the impact of differencesin credit rating on the interest rate a
hospital must pay on its bonds.

) _angland-Orban, Barbara, Louis C. Gapenski and W. Bruce Voge (1996): “Differencesin
Characterigtics of Hospitals with Sustained High and Sustained Low Profitability” Hospita & Hedth
Services Adminigration 41(3), Fal, 385-399

!Getzen, Thomas E. (1997): Hedlth Economics. Fundamentals and Flow of Funds John Wiley
& Sons, New York, pg 172-173




Further, the assumption that having profit as an objective must necessarily lead to cutting
corners is not supported by the literature. Langland-Orban et al. (1996)% note that in asample of 140
private Forida hospitals, including both PFPs and PNFPs, drawn in the early 1990s, a higher
percentage of the high profit group of hospitals had a high Joint Commission on Accreditation of
Healthcare Organizations (JCAHO) accreditation status than did the low- profit group. While they do
not bresk the numbers out in detail by ownership status, they do note that 89% of the sustained high
profit group were investor owned. (This does not mean that dl investor owned hospitas were highly
profitable; 55% of the low profit group were investor owned. Overdl, 49% of their sample was
investor owned. Not many investor owned hospitas fdl in the middle profitability group. Thisis
conggtent with Hoerger’s (1991) result that PFP hospitals had more profit variability than did PNFPs.)

22|_angland-Orban, Barbara, Louis C. Gapenski and W. Bruce Voge (1996): “ Differencesin
Characterigtics of Hospitals with Sustained High and Sustained Low Profitability” Hospita & Hedth
Sarvices Adminigration 41(3), Fall, pg. 397




Chen et al. (1999)% look at the 1997 edition of the HCIA 100 Top Hospitals report® inan
attempt to sort out what makes atop hospita, at least according to that report’ s criteria. The HCIA
report takes account of financial as well as medica performance, sinceit isat least in part intended asa
guide for investors, but according to the HCIA report, the 100 top hospitals tend to have higher profit
margins, lower mortdity and complication ratings and a higher Medicare case mix index, meaning that
they are treating a more complicated case load. The report does not break the numbers out into PFP
and PNFP, but since investors can invest in PNFP hospitals through the bond market, it doesn’'t need
to. Taking three yearsworth of data and counting a hospital asa“top 100" hospitd if it had been
listed in at least one of the 1994, 95 or 96 reports (so their “top 100" consisted of 224 hospitals) Chen
et d generate their own performance indicators for the hospitalsin the report, and for peer group
hospitals (looking at atota of 4672 hospitals) in particular looking at AMI mortality (as opposed to the
overadl mortdity figure that was used in the consultants' report) and find, after dassing hospitas into four
categories (smdl rurd, smal urban, non-teaching and teaching) that mean risk adjusted mortdity in the
top 100 hospitals did not differ significantly from their peer group hospitals, nor did the use of
“guideline-basad therapies in patients without contraindications’ (pg. 64). In each of the firgt three
groups of hospitals the PFP hospitals were over-represented in the 100 top hospitals to aatiticaly
significant degres™.

Other studies have found smilar results: Hsa and Ahern (1992)% find that “ Overall, not
skimping on quality produces Sgnificantly higher profits despite addition of test costs and alowance for
negative tests” (Pg. 24). Cleverley and Harvey (1992)*" using asmal sample of hospitals, and using
mortality to judge quality, conclude that poor qudity hospitals are less profitable. Annette Toma
(1998)% in astudy which pools for-profit and not-for-profit hospitals finds that a higher prior year profit

2 Jersey Chen, Martha J. Radford, Y un Wang, Thomas A. Marciniak and Harlan M. Krumholz
(1999): “Performance of the ‘100 Top Hospitals : What Does the Report Card Report” Hedth Affars
18(4), July/August, 53-68

2HCIA Inc. and William M. Mercer Inc. 100 Top Hospitas: Benchmarks for Success
Bdtimore and New Y ork, annua

| the Small Rura group, 20% of the “top 100" hospitals were PFP compared with 8% of the
peer group population, in the Small Urban group 40% of the “top 100 * were PFP compared with 22%
of the peers, in the Non-teaching group, 32.3% of the “top 100" were PFP compared with 12% in the
peer group. Even in the Teaching group, where only 2.3% of the peer group population was PFP (13
out of 574), 5.1% (4 out of 78) of the “top 100" were PFP.

®David C. Hsaand Cathleen A. Ahern (1992): “Good quality care increases hospita profits
under prospective payment” Hedth Care Financing Review  13(3), 17-24, Spring

?'\William O. Cleverley and Roger K. Harvey (1992): “Is there alink between hospita profit
and qudity” Hedth Care Financid Management 46(9), September




margin is associated with alower current mortdlity rate.

Note that both the Cleverley and Harvey, and Tomal, studies ook at the relationship between
profits and mortality, yet neither was mentioned in the Devereaux et d. paper. The explanation is
probably the redtrictive nature of meta-analysis. Neither Cleverley and Harvey, nor Tomd, separated
PFP and PNFP by ownership status, meaning that neither included a binary variable for ownership
which could be used to generate ardative mortdity risk figure. Thus, even though both studies are
informative about the relation between earned profit and mortdity, the methodology of meta-andyss
demands that they be treated asif they contain no information a al, and therefore omitted. Given this, it
seems reasonable to consder what other consequences the very dtrict filtering process a meta-anays's
of the sort Devereaux et d. conducted might have had. Before we do this, though, we need to discuss
the workings of meta-anadyss.

Il. Meta-andyss

A meta-andysisisaforma approach to combining the results from severd different studies of
an issue, with the intention of coming up with a pooled estimate of the effect in question. 1ts most
common gpplication probably involves combining estimates of treetment effects.  Thismay, for
example, involve comparing the outcome of a new trestment for a particular condition with that of an
older trestment for the same condition.  The generd approach involves combining estimates of
trestment effects from a number of smaler sudiesin order to obtain an estimate of the effect that might
have been found had one large study been done in place of a number of smdler ones.

The starting point for ameta-analysisis the hypothess that thereis an actud treatment effect and
that the estimated effects found from individuad studies are unbiased estimates of the true effect. This
involves assuming that the data sets used in the individud studies are samples dl drawn from the same
population, so that the treetment effects estimated from the individua studies are estimates of the same
population parameter. (Resampling from asingle, large population is awiddy accepted approach to
estimating a population parameter, and isthe basis of what is known as bootstrap estimation.)

Assumethat M is the outcome of interest and T the treatment being investigated. Let T bea
binary variable taking on the value one when the new treatment is used and zero otherwise - ie when the
old treetment isused, T = 0. Inadlinicd trid setting, we apply the two trestments to alarge number of
individuas and then pool the outcomes data together, alowing us to estimate an equation of the form

(1) Mji = ag + al;i + axX; + 7

%Anette Tomal (1998): “ The relationship between hospital mortdity rates and hospital, market
and patient characteristics’ Applied Economics 30, 717-725
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where“i” refersto the individua being treated and “j” to the particular trid. (Withinasingletrid, “j” is
the same for dl observations and so the *j” notation would be redundant.) Here, “X” refersto a set of
conditioning variables - variables which influence the effect of atrestment on theindividud - such as
age, sex and hedlth status. (If there isreason to believe that the values of

ap and a, differ across types of individuas - maes and females, for example - the data would be
anayzed separately for those types and separate estimates of the a coefficients obtained.) The 7, term
represents randomness in the outcome of treatment. We shdl generdly be able to neglect the ?termin
what follows.

For an individua who received the older trestment, T = 0 and we have (neglecting individua
randomness, ?)

(2) Mji = a *t aiji
whilefor an individua receiving the new trestment, T = 1, and we have
B M = a + a + axX

so a; reflectsthe differencein outcome between an individua who receives the old treatment and an
individua who receives the new trestment, conditiona on the two individuds having the same values of
the“X” varigbles. Obvioudy the vadue of M will vary asthe value of X varies; the purpose of the
andyssisto estimate thevaluesof a,, a;, and ax, o that we can determine how much of an
observed difference in outcome can be attributed to differences in the values of the X variables and how
much to differencesin T. The estimated value of a;, usudly written
a

"1, Isan estimate of the differentia effect of the new trestment on outcome, holding al other factors
congtant.

Assume now that a number of researchers have investigated the same treatment, and that each
has found an estimate of the true population parameter, a; (note that the true parameter can be zero).
Letting
a
"yj bethe estimate of &, derived from trid “j”, we can bring al of the different estimates of &, together
into asngle data set. In ameta-regression analys's, which is the gpproach to meta anayss most
commonly used in the economic literature®, we estimate an equation of the form

#See T. D. Stanley (2001): “Wheat From Chaff: Meta-andysis As Quantitative Literature
Review” Journd of Economic Perspectives 15(3), Summer, 131-150
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4 & =/ + BKS+e

wherethe § are features of study design which might have affected the estimated value of a, and e
represents the random error which is aways present (but unfortunately unobservable) in coefficient
edimates. It isnot unusud to includein the S things like the year the data were drawn from (to alow for
the possihility thet the true value of &, changed over time), the Size of the study, the type of data used
and other information on how the study was undertaken. If, for example, it is suspected that the true
vaue of & actualy differs between maes and females, one of the S variables could be the proportion of
males and femaesin each sample population. The estimated 3 coefficients represent the effect of study
design on the estimated treatment effect. Idedlly, if there are no sudy design effects, dl of the [
coefficients will equd zero, and we are left with

G & =08 +e
giving 13, asthe overall estimate of the trestment effect (ie 3, isthe pooled estimate of &) .

If dl of the udies have the same design, as might well be the case with a set of estimates
derived from dlinicd trids, there will be no differencesin the S variables across sudies, and aregresson
(perhaps with the observations weighted by trid Sze to diminate the Satigtical problem of
heteroscedadticity) of the
a
"1 on acongant will yield an estimate of the true population trestment effect parameter a;. Eveninthe
case of ametaandysgsof dlinicd tridsitisagood ideato include locationd and time varigblesin the set
of “S’ variables, and run aregression equation of the form (4). If, for example, the individua tridsbeing
pooled were conducted a widely separated pointsin time, advancesin generd trestment technology
(improvements in equipment, to take an example which has been suggested might explain differencesin
esimates of the effectiveness of mammography) could trandate into differences in estimated treatment
effect. DerSimonian and Laird (1986)*, in a paper setting out the methodology of the random effects
meta-anayss which Devereaux et d. adopt, recommend the use of covariate information where
possible. Devereaux et d. do not do thisformaly.

If it turns out that none of the“S’ variables has a gatigticaly sgnificant effect on
a
"1, we can have more confidencein
3

" | as estimated from (4) as an estimate of the true treatment effect. If any of the Svariables do have a
ggnificant effect, it rases difficult issues. If differencesin sudy design turn out to be sgnificant, it means

®DerSimonian, Rebecca and Nan Laird (1986): “Meta-andyssin Clinicd Trids’ Controlled
Clinicd Trids 7, 177-188
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that our estimate of the trestment effect is very sendtive to the way we go about trying to determine it,
which means a the very least that we should be cautious about claiming too much for our results. If
thereisatime variablein “S’, indicating when the data were collected, and it proves to be significant, it
indicates that the trestment effect has been changing over time in a systematic manner, so again we must
be cautions about interpreting our results™.  In the present case, estimation of an equation of the form
(4) on rdative risks caculated from the articles Devereaux et d. include in their survey, using generdized
least squares with patient number as the weighting factor to dlow for heteroscedadticity in the estimates,
suggedts that the estimate of the rdlaiverisk is sengtive, to a gatisticaly significant degree, to the
number of hospitals used in the estimation in the origina artides. Thisis an interesting indicator of a
possible sample design effect, which would probably be worth following up.

While ameta-andysis can, in principle, be auseful way of summarizing the results of a collection
of sudies, the information requirements of a properly-done meta-andysis are consderable. To begin
with, the choice of dependent variable - estimated trestment effect - can exclude perfectly respectable
papers Smply because their results were not presented in a manner convenient for the meta-analys. It
may aso be the case that the effect being meta-andyzed was estimated as a minor part of another sudy
whose focus was a completdly different effect. While clinica trids are reasonably standardized, studies
of observationd dataare not, typicaly controlling for arange of different factors (“X” varidblesin
equation (1) above). This can lead to problems of omitted variable bias in the estimated coefficient,
which would pass through to the meta-andysis.

Omitted varigble biasis a gatigtical problem which arises in an equation like (1) above when
an X vaiable which doesin fact play arolein determining M isleft out of the andysis. Just because the
researcher has left an explanatory variable out of his study does not mean that its effect is dropped into
the disturbance term, ?. That would be the case only if none of the other, included, explanatory
variables were correlated with the omitted variable. If one or more of the included explanatory
variablesis corrdated with the omitted variable, the regression procedure will assgn as much of the
omitted variable s effect as it can to the corrdated included variables, biassng the estimated values of
their coefficients. In regresson analyss of equations like (1) it is better to include irrdlevant variables
than to omit rlevant ones, Snce the incluson of an irrdlevant variable will not sysematicaly biasthe
estimates of the coefficients of the other variables.

%10n these generd issues, see Simon G. Thompson and Stephen J. Sharp (1999): “Explaining
Heterogeneity in Meta- Andysis: A comparison of Methods’ Sdidicsin Medicine 18, 2693-2708 and
Maria Blettner, Willi Sauerbrel, Brigitte Schiehofer, Thomas Scheuchenpflug and Christine Friedenreich
(1999): “Traditiona reviews, meta- anayses and pooled andysesin epidemiology” Internationa Journa
of Epidemiology 28, 1-9
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If the estimated coefficients in the origind studies do suffer from omitted variable bias, they can
not be regarded as drawings from a distribution centred on the true value of the parameter. When the
origind studies being combined into ameta-analyss used different lists of explanatory variables, ameta
regresson andyss like equation (4) above should aways be performed, including among the“S’
variables binary variablesindicating whether akey “X” variable was present or absent from the j-th
origind study.

I1l. Deriving Reative Mortdity Risksfor a Meta-Andyss

Most of the papersin the Deverealix et d meta-andysis gpproach the question of the
determination of mortality risk through hospital-leve regresson andyds.  This means that their
dependent variable is hospital-level mortdity, either total or for a gpecific condition or set of conditions.

(They use U.S. Medicare data since those data sets were the most detailed large scale data sets
available) Despite reportsin the mediathat the sudies included in the Devereaux review anayzed
thirty-eight million patient records among them, only two of the studies actudly anayzed individud-leve
data

The generd pattern of the studies Devereaux et d consider isto estimate a regression equation
of theform

(6) M=a+ auN+ asF + axyX + ?

where M is the hospitd’ s mortdity rate, N isabinary variable taking on avaue of 1 when the hospitd
in question is private not-for-profit (PNFP) and zero otherwise, F is a binary variable taking on the
vaue 1 when the hospitd is private for-profit (PFP) and X is avector of other explanatory varigbles,
including patient illness severity measures. The dementsin X differ from study to study. When both N
and F are equd to zero, we have

(7) Mg= ap + axX + ?

wherethe “G” subscript on M indicates that thisis the mortaity equation for public, or governmert,
hospitas (Devereaux et d did not include public hospitalsin their calculations of relative mortdity risks
across hospita types despite the fact that many of the studies they andyzed included information on
public hospitals). When the hospitd in question is PNFP, N = 1 and F = 0 and we have

(8 My= @+ ayt+ axX + ?
which is the mortaity equation for PNFP hospita's, and when the hospitd in question is PFP we have

9 Mg = ap+ ar+ axX + ?

14



Equations (7) - (9) are derived from estimates of equation (6), which has been estimated at the hospita
level, meaning that the number of observations used in the estimation equals the number of hospitals.
For dl but the two individud-leve studies, this means that the number of observations, while large by
the standards of economics, is in the thousands, not the millions.

These estimated equations are used to investigate differences in mortality between PFP and
PNFP hospitds, as wdll asto investigate other factors which affect hospital mortality rates - in most
cases the effect of ownership was not the primary focus of the studies.

Differencesin mortality can be expressed in anumber of ways. Reativerisk, which was the
measure used by Devereaux et d, reports mortdity ratesin PFP hospitas reative to mortaity ratesin
PNFP hospitas - hence the reports that the Devereaux paper found that mortaity was 2% higher in
PFP than in PNFP hospitds. In principle, thisiscaculated asMe / My . An dternative to measuring
differences by relaive risk isto measure the absolute differenceinrisk: Mg - My . While both contain
the same basic information, it is generaly desirable to report both rather than just one, since they can
sound quite different. An Mg of 2 per cent and an My = 1 per cent yields a one percentage point
absolute risk difference but a 100% risk increase in reldive terms.

The relative mortdity risk associated with a PFP hospital as compared to a PNFP hospitd is
actudly calculated from (8) and (9) as

(1) R=[Mc+ ar]/[Mc+ ay]

where Mg must be evauated at particular vaues of the X variables, typicaly the mean vaues. The same
vaue of Mg appears in both numerator and denominator of (10), but it is worth noting that the value of
R varies with the value of Mg a which R isbeing evaluated. In the present case the effect of changing
Mg on R will be smdl, but it is worth nating thet, srictly spesking, thereis no single, unconditiona vaue
of R but that the vaue of R depends on the point a which it isbeing evauated. Since the dependent
vaiablein (6) isameasure of the hospital mortdity rate, the two dementsin (10) are generdly in rates,
either percentages or in desths per thousand. The andysis reported by Devereaux et d looks at
whether R is greater than one, in which case M islarger than My, less than one, meaning Mg isamdler
than My, or equd to 1, in which case the two mortdity rates are equal. Since the calculations are being
done using coefficients estimated from data samples, thereis a degree of uncertainty attached to each of
the estimated as, which passes through to any variable generated using the estimated a values: hence the
need to calculate confidence intervals around R. Standard practice, which Devereaux et a follow, isto
calculate a 95% confidence interva around the value of R calculated from the estimated coefficients,
and to say that R is sgnificantly different from 1 if 1 does not fal within that confidence interval.
Devereauix et d caculate the confidence intervals around R for each of the studies which they
included in their review by using the estimated mortality rates to generate a 2X 2 table of the form
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(12) | PFP__ PNFP |

D | De Dn | To
A | Ar Ay | Ta
| Tk TN | Tota

In (11), Totd isthe tota number of patientstreated in the hospitalsin the sudy being
consdered, Tr isthe number trested in PFP hospitals and Ty the number trested in PNFP hospitals. In
haf of the sudiesincluded in the Devereaux et d review thisinformation was not avallable and had to
be approximated on the basis of mean numbers of Medicare admissions to generd acute care hospitals
in 1989*. D¢ and Dy are the number (not the rate) of patientsin each type of hospital who are
estimated to have died in the time period of the study - while afew of the studies used in-hospitd
mortality, most used thirty day mortdity rates.  Similarly, Ar and Ay are the number of people treated
in each type of hospital who are estimated to have been dive at the end of the study horizon. We say
“edtimated’ because Devereaux et d. very seldom have actud counts. Insteed, they estimate these
numbers by starting from the total number of patients, distributing them between PFP and PNFP
hospitals, then gpplying the estimated mortdity rates, Mg and My to those distributed numbersto
estimate the numbersin each cell of (11). Aswe noted above, in the case of half of the studieswhich
they congder in their review they had to use mean Medicare admission numbers to generate (11).

Devereaux et d. then use the numbersin (11) to caculate confidence intervals around the
relaive risk figures reported in the articles they arereviewing. It should be noted that the confidence
interval found is based on an estimate of the standard error of the reative risk. They then test whether
the rdative risk differs between the two types of hospital by looking at whether the 95% confidence
interval generated from (11) contains 1; if it does there is no Satistically significant difference between
mortdity rates in the two types of hospitals.

There are a couple of points worth making about this procedure. Firgt, note that the dementsin
(112) are being calculated using the coefficients estimated from (6). We have dready seen that the
relative mortdity risk can be found from (11), which is anonlinear combination of coefficients from (6).
The hypothesis that there is no difference between mortdity ratesin PFP and PNFP hospitas can be
written as

(12) [Ma+ a]/[Ms+ an]=1

¥See Appendix 1 to Devereaux et d. This Appendix was posted on-line but was not included
in the paper journd version of the article.
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which can be tested in aregresson framework asaWald test. More importantly, (12) is equivdent to
(13)  [Mc+ a] = [Mc+ an]

which, snce Mg is the same on both sides of (13), isequivdent to
(14) a = a

In other words, the hypothesis that the mortdity rate is the same in both types of hospita can be tested
asalinear hypothesis using the estimated a- and ay coefficients. The question obvioudy arises asto
whether this hypothesis could have been tested directly from the information contained in the original
articles, without having to generate (11) above. The answer isthat, in several cases, it could, at least to
areasonable gpproximation. 1dedlly we would want to have the full Variance-Covariance matrix of the
edimated coefficients to test a hypothesisinvolving the estimated values of two of those coefficients, and
we have & mogt the standard errors of the estimated coefficients, which permit us to recover the
diagond eements of the Variance-Covariance matrix but not its off-diagona elements. In practice,
though, it is very unlikdly thet the off-diagona eements would dominate the diagond dementsin a
hypothesis test, S0 we can safely draw inferences based on the diagond ements. As an approximation
to the true test it is certainly no worse than the one derived from (11). Since Devereaux et d. used the
procedure based on (11) to generate the confidence intervals even when data were available to permit
them to test (14) directly, the next question must be whether the two approaches give the same result.
The answer istha, in the case of the Devereaux review, they sometimes do not. We shadl return to this
point in our discusson of the Pitterle et d. and Bond et d. papers below.

V. Sdection of Results for Inclusion:

One drawback to a strict meta-anaytic gpproach, as distinct from the gpproach of atraditiona
literature review or amixture of the two, is that nuances in the articles being reviewed can easlly be
missed. Devereaux et d., for example, seem to conclude that for-profits achieve cost savings by cutting
corners on patient care. In one of the articles included in their systematic review, Sloan et d. (2001)*
conclude that (pg. 19) “the hypothesis that for-profits engage in cost cutting at the expense of qudity
does not receive support.”. In atraditiond literature review, the disagreement between the concluson
reached by Sloan et d. and that reached by the authors of the review would at least be highlighted, and

*Frank A. Sloan, Gabrid A. Picone, Donald H. Taylor Jr., Shin-Yi Chou (2001): “Hospita
ownership and cost and quality of care: is there adime sworth of difference?” Journd of Hedth
Economics 20, 1-21
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probably discussed. Similarly McClellan and Staiger (2001)*, in the artide which isinduded in the
Devereaux review, in their discussion of ther results qudify ther finding that (pg. 111) “the performance
of not-for-profit hospitalsin treating elderly patients with heart disease appears to be dightly better than
that of for-profit hospitals’ with the observation that (pg. 110) “Many not-for- profit hospitals are below
average, many for profit hospitals are above average, and these relationships vary enormoudly at the
market leve.” And (pg. 111) “this smal average difference masks an enormous amount of variation in
hospital qudity within the for-profit and not-for- profit hospital groups.” They go on to suggest that the
entry of for-profitsinto markets where quality of care had generaly been poor might provide the
impetus for quaity improvements in those markets. Their argument rests on the fact that for-profit
hospitals will tend to enter markets where they perceive profit opportunity, and those markets will not
necessarily be onesin which quality of care had previously been extremely good. Getzen (1997)%
notes that (pg. 173) through the 1980s, financia market pressure on PNFP hospitals, resulting from
their having taken on considerable debt, made it harder and more cogtly for them to maintain and
upgrade their capita equipment. Many of these facilities were acquired by PFP chains, which had
access to the funds necessary to refurbish the plant®®. Whether one agrees with McClellan and
Stager’ s suggestions, in atraditiond literature review it would be necessary to discuss them; this often
does not happen in meta-andyss.

The McCldlan and Staiger article is dso interesting as an illudtration of the selection process

#Mark McCldlan and Douglas Staiger (2001): “ Comparing Hospital Quality at For-profit and
Not-For-profit Hospitals’ in David M. Cutler, (ed.) The Changing Hospital Industry: Comparing Not-
for-Profit and For-Profit Inditutions National Bureau of Economic Research Conference Report,
University of Chicago Press, Chicago

*Thomas E. Getzen (1997): Hedlth Economics. Fundamentals and Flow of Funds John Wiley
& Sons, New Y ork

%Tami Mark (op. cit.) found that low profit margins were agood predictor of conversions both
from not-for-profit to for-profit and from for-profit to not-for-profit, and that hospital profits margins
increased both after PNFP to PFP conversion and after PFP to PNFP conversion.
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necessary in ameta-analyss. Devereaux et d caculate one reldive risk ratio from this study for
inclusion in their analyss, but McClelan and Staiger report nine, based on three different years data and
three different estimation approaches. Devereauix et a. have, not unreasonably, chosen to report a
relative risk based on the most recent data subset reported by McCldlan and Staiger, but it isworth
noticing that, while McClelan and Staiger’ s results do favour PNFPs, thisis dso the subset which
yields the largest gap (1.15 percentage points).

Normal practice in ameta-analys's, when an author reports the results of severd different
estimation gpproaches, isto use the one which the author arguesiis preferred. This gpproach works
reasonably well when the effect being meta-andysed is the focus of the origina investigations. When,
however, it is esimated as part of the process of investigating another effect, the rule of thumb may not
apply. Suppose, for example, that we are considering two sets of hospitals, both of which have the
sametotd leve of inputs, but that one class of hospital devotes more of its resources to quantity and
lessto qudity than doesthe other. Thisis essentially what Devereaux et . seem to believe would
didinguish PFP from PNFP hospitals. If we regress a quality measure, like mortality, on tota inputs
(both fixed and variable) and a quantity measure of output (eg total number of discharges) and add a
binary variable for ownership type, then, if the whole of the difference between the two typesisin how
they use the same tota number of resources, inclusion of the quantity variable controls for that effect,
and the ownership variable is likely to be nonsgnificant. In this case we would prefer to regress
mortaity on an ownership varigble and ather the tota levels of the inputs but not the discharge quarntity,
or on the ownership variable and the discharge quantity and not afull set of variable inputs (athough
including bed size as a scaling variable would probably not cause problems).

Looking at the three sets of estimation results which McCldlan and Staiger report for each of
1985, 1991 and 1994, the firgt difference among them isin the way mortality was adjusted for patient
illness severity : McCldlan and Staiger’ s chief interest isin investigating an dternative gpproach to
generding hospita-leve risk adjusted mortality for AMI patients. For each year, they cregte two
hospita-leve risk adjusted mortality series- one usng what they term the actud risk adjusted mortdity,
the other their preferred filtered risk adjusted mortdity. They run three regressions using these rates as
dependent variables. Each regression contains variables for ownership satus, including government
ownership, and avariable indicating teaching status. I1n addition, the equations using the standard risk
adjusted mortdity rate include hospita volume as an explanatory variable as do one of each pair
estimated using the filtered rates; the second filtered rate equation for each year omitsvolume, sinceit is
potentialy endogenous. Assuming we use an equation with McCldlan and Staiger’ s filtered risk
adjusted mortdity as the dependent variable for the basis of comparison there is still the question of
whether it should include the hospital volume measure. If we take the view, as some econometricians
do, that omitted variable biasis a potentialy more serious problem than endogeneity bias, we should use
the equation which includes volume. For 1994, the year whose estimated effect was chosen for
incluson in the Devereaux analys's, the difference in mortdity between PFP and PNFP 4iill favours
PNFP hospitas, and is satiticaly significant, but fals from 1.15 percentage points to 0.87 percentage
points. McClélan and Staiger aso ran equations including county leve fixed effects variables, to control
for regiond differences which would affect PFP and PNFP hospitals dike (these would include things
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like degree of rurdity and factor prices)®’. Unfortunately they do not report the estimated coefficients
from the equations including the fixed effect terms, but smply state that adding county-leve fixed effects
cuts the difference between PFP and PNFP mortality rates roughly in half. If this appliesto the
coefficients from the eguations controlling for volume, we are now down to a difference of roughly 0.44
percentage points. We presume the difference is ftill Satisticaly sgnificant, on the assumption that they
would have mentioned the fact if it were not. Since an equation with risk adjusted mortaity as
dependent variable, including among its explanatory variables controls for ownership, volume and
regiond effects but not including the levels of the hospital’ s variable inputs, would be a reasonable form
to use in testing for ownership effects, we can see that the effect is very senstive to the specification of
the origind equation.

V. Choosng Among Alternative Sets of Results cont’ d:

The papers by Pitterle et a (1994) and Bond et d (1999 ) provide interesting illugtrations of the
judgement calls which have to be made with regard to the inclusion of articles and results in meta-
andytic dudies. Each article considers determinants of overal Medicare mortaity, Pitterleet d
andyzing HCFA data tapes for 1988 and Bond et a for 1992. Devereaux et d (2002), in their
Figure 2, indicate® that both articles favour private not-for-profit (PNFP) hospitals over private for-
profit hogpitals (PFP), the Bond article dightly more so than the Ritterle. In both cases, though, the
confidence interva around the estimated relative risk which is drawn in Figure 2 in Devereaux at d

$"They do thisto control for the effect of location on hospital outcome, since PFP and PNFP
hospitals are not identicaly distributed geographically, and since there is evidence that factors like
rurdity do affect outcomes. See, for example, the discussion in another of the included papers - Emmet
B. Keder, LisaV. Rubengein, Katherine L. Kahn, David Draper, Ellen R. Harrison, Michad J.
McGinty, William H. Rogers and Robert H. Brook (1992): “Hospitd Characteristics and Quality of
Care’ Journd of the American Medical Association 268(13), October 7, 1709-1717.

*Thisis on the assumption that the order of the observations on the graph in Figure 2 isthe
same asthe order of the atidlesin the ligt in the same figure.
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does not include 1, meaning that in both cases mortality risk is sgnificantly higher in PFP than in PNFP
hospitas.

Each of these articles report results of more than one specification of equations which include
hospital ownership as an explanatory variable. In each case® they report multivariate and what they
term univariate regresson models with mortality measured as deeths per thousand admissions as the
dependent varidble. The univariate regresson modes (referred to in Bond at d (1999) assmple
regressons) are not, srictly spesking, textbook smple regressons. They were actudly conducted in
two steps - fird, equations were estimated with severity of illness indicators as explanatory variables.
Then the other indicators, including the ownership variables, were entered individually into equations
which aready contained the severity of illness indicators as explanatory variables. The coefficientson
the other indicators, then, were from adding those variables in as explanatory variables in equations
which aready controlled for severity indicators. According to Pitterle et d (pg. 623) “Thus, dl the other
univariate results were adjusted for the presence of severity of illness indicators, cresting amore
accurate andysis of individua measures of association with mortaity rates” Badicdly, then, the
univariate regressions in both of these papers were conducted using severity-adjusted mortaity rates.

Devereaux et d, in their discussion of their sdection criteria, indicate that, when a paper
reported severd adjusted andyses, they included the results from the analysis with what they regarded
as the most appropriate adjustment. They considered it appropriate to adjust for patient characteritics,
including severity of illness, but preferred, if possible, to avoid the use of results from equations where
the explanatory variables included factors such as number of registered nurses per bed which were
under the control of hospital administrators. In economic terms, in the short run factors of production
fal into two broad categories - fixed and variable. Fixed factors are ones whose levels cannot be
varied in the short run while variable factors can be adjusted. Broadly spesking, [abour inputs tend to
be more variable, and capitd inputs are more likely to be fixed factors in the short run (in the long run,
al factors are variable).

The reason for Devereaux et d’ s judgement as to what features of the hospita it is appropriate
to adjust for isnot set out, but presumably runs something like this: The production function for heglth
outcomes for individud conditions is presumably the samein dl types of inditutions, in the sense that
equa application of equivaent inputs should produce (on average) equa outputs. Thismeansthat if an
indtitution were to convert from one status to the other and continue to use the same mix of inputs as
before, its outcomes should remain unchanged.  Differences in outcomes between indtitutions of
different ownership types, then, arelikely to be due to differencesin input use - in economic termsto
differencesin (by definition) the use of varidble inputs. If we estimate a production function for mortdity
with both fixed and varigble hospital inputs as explanatory variables (including in the equation, of course,
controls for patient illness severity), much if not dl of the difference in mortdity between PFP and PNFP
inditutions would be accounted for by differencesin varigble input use. Thiswould not be a problem if
the intent was to estimate the production function, Snce the greater the variation in input and output

#*The two articles were actualy two separate investigations on different data sets by the same
team of researchers.
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levelsin the data the more precisdy the function can be estimated. 1t would not, however, be directly
informative about systematic differences in outcome between ownership types. If we add an ownership
dummy to a fully-specified production function, there will be nothing left for it to pick up, even if PFPs
do systematically use fewer inputs than do PNFPs.

Aswe noted above, Figure 2 in Devereaux et d. seemsto indicate that the Pitterle paper
favours not-for-profit hospitals, in the sense that the point estimate of rdativerisk is grester than ore
and the 95% confidence interva does not include 1. Thisindicates that the mortality risk associated
with being in afor-profit hospita is Sgnificantly greater than that associated with being in a not-for-profit
hospitd.

Pitterle et d present three tables of regresson results, found from estimation of equations like
(6) above. Their first table reports estimates from what they term univariate regression (athough as we
noted, the severity of illness variables are included in each equation, so the coefficient on each of the
other varigbles isfound by estimating an equation in which it isthe only explanatory variable other than
the saverity of illness variables which isincluded in the equation) and a multivariate regresson, which
indudes anumber of explanatory variables including variables for the ratio of board- certified physicians
to dl physicians, and theratio of registered nursesto al nurses. These latter variables would seem to
fdl in the category of “under the control of hospita administrators’, which Devereaux et d indicated
they would prefer not to have included as adjustment factors. In the univariate regression results, the
estimated ar coefficient is-0.008, with an estimated standard error of 0.0007, and the estimated ay
coeffident is-0.003, with an estimated standard error of 0.0010. Since the Pitterle equation is of the
form of equation (6) above, there coefficients indicate that, a any common vaues of the other
explanatory variables, both PFP and PNFP hospitals have significantly lower mortaity rates than do
public hospitas. More importantly, the PFP mortdity rate is less than the PNFP rate, and the difference
between them, is, on the basis of the estimated standard errors reported in the paper, statistically
sgnificant a the 5% level. On the basis of the univariate results reported in Pitterle stable 2, then, it
appears that mortdity in for-profit hospitas is sgnificantly less than mortdity in not-for-profit hospitas.

Aswe noted, table 2 aso reports coefficients from a multivariate regresson equetion, and the
introduction of the additiond variables does change the estimates of the ownership coefficientsto
change quite dramdticdly. The coefficient on for-profit ownership is now -0.0039 with an estimated
gandard error of 0.0007, which means that the coefficient estimate is sSignificantly less than zero, while
the coefficient on not-for- profit ownership is-0.0033, with estimated standard error 0.001, so that
coefficient, too, os sgnificantly differert from zero. When we use the reported estimated standard
errors to test whether the two coefficients are sgnificantly different from each other, we get at-datistic
of 0.49, meaning that the difference between them (which favours for-profits fill) is not Satisticaly
ggnificant. On the bads of Fitterle s Table 2, then, ether for profits have amortdity rate which is
ggnificantly less than that of not-for-profits, or there is no significant difference between them.

Pitterle’ s Table 3 reports the results of asmilar exercise, but with adightly different set of
severity-of-illness variables. The equations reported in Table 2 included a hospita-level predicted
mortaity variable among the severity indicators while those reported in Table 3 omitit. In Table 3, in
the univariate equation, the estimated ar coefficient is-0.008, with standard error 0.0010, making it
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ggnificantly different from zero, while the estimated vaue of ay is-0.005 with standard error 0.001.
The difference between the two coefficientsis till significant at the 10% levd.

It isin the multivariate equation in table 3, which includes data on the mix of medical personnd,
that we have ay being larger in dbsolute valuethan a- : ay i1s-0.0051 with standard error 0.0013 and
ar 1s-0.0039 with standard error 0.001. The difference between them is, on the basis of the reported
gandard errors, nowhere near datistical significance. Thus even though this set of coefficients seemsto
favour not-for-profit hospitals, the absolute difference in mortality risk is not atigticaly sgnificant.

Pitterle’ s Table 5 reports an additiona set of regression results, but these are from asmdler
data set - asubset of the data used in Tables 2 and 3 - and even here the univariate equation favours for
profits, dthough the differenceis not datidicdly sgnificant, and none of the ownership variable survive
the selection process for the multivariate equation (which includes additiona variables which might be
regarded as under the control of hospita adminigtrators), meaning that none of them had any significant
effect on mortdity. All told, then, none of the results reported in the Pitterle paper seem consistent with
its being classed as favouring not-for-profit hospitals to a satistically significant degres™.

Turning to the Bond et . paper, which Devereaux et d. show as favouring private not-for-
profit hospitals to a statisticaly sgnificant degree, the authors of the origina paper again report
univariate results in which severity of illness has been controlled for and other variables are then added
individually, and then report a multivariate regresson equetion. Thistime, in the univariate equetions, ay

is-0.0035 with standard error 0.0011 and a¢ is-0.001 with standard error 0.0014, so the differential
mortality rates do favour the not-for-profit hospitals. A t-test of the difference betweenthe ay and ar

coefficients, however, shows the difference between them as norntsignificant. In the multivariate
equation ay is-0.0049 with standard error 0.0011 and ar is-0.0043 with standard error 0.0013, a
difference which comes nowhere near Sgnificance.

Clearly there is a question asto why different approaches to testing the same hypothesis seem
to lead to such dradticdly different conclusions, asin the case of the Bond et d. paper. Whiletesting a
hypothesis in non-linear form will generaly lead to different results than tegting it in linear form, the
difference here gppears to arise from a different source. Both the Pitterle et d. and the Bond et al.
papers were among those for which Devereaux et d. indicate that they were unable to obtain the
numbers for the cellsin a 2X2 table like (11) above, and for which vaues had to be based on other
figures. Whileit is not unreasonable to gpply estimated relative risks to populations other than those
from which they were estimated, to see the implications of the point estimates for dternative
populations, caution has to be employed in using numbers other than those which were used to find the
point estimates of coefficientsto yield standard errors for those coefficients or for combinations of those

“Priminary results suggest thet the choice of the values from the Pitterle et d. paper which are
used in the meta-andyss may well affect whether the fina, pooled estimate of rdative risk is sgnificantly
different from one.
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coefficients. The standard error of an estimated coefficient (and the variance- covariance matrix of a set
of coefficients from amultiple regresson) reflect the uncertainty inherent in the estimated vaues, given
the information contained in the data set which was used to estimate them. Any daidtica testing should
idedly be done on the basis of that uncertainty.

Usng adifferent data set to generate confidence intervas means generating an artificia data set
on the badi's of estimates derived from the origind data, and performing Satigtica inference on the basis
of that artificial data set. Since the artificia data set (for usein the 2X2 table) was generated with the
point estimates from the first data s, there is actualy no uncertainty init. For thet artificid data s, the
esimates are precisaly equd to the population values. Allowing for the fact that we are dealing with
gpproximate formulae for variances, we would till expect the confidence intervas around the relative
ratesin the 2X2 table to be very tight. While there are cases in which the authors of the origina papers
provide no information on standard errors - as when the report only p-vaues, for example - whenever
the information is present in an article which is being reviewed it would be preferable to use it asthe
bads for tests of hypotheses about coefficient values estimated in that article. If we do that in the
present case, both the Bond et a. and Fitterle et d. articles move from the “favours not-for- profit”
category to the neutrd category, if not the “favours for-profit” category.

VI. Sdection of Literature to Exclude:

The sdection criteriafor ameta-andysis aso include decisions about what articles to exclude.
Excluson of an article because it does not meet dl of the criteriafor inclusion is equivaent to saying that
it contains no information relevart to the question at hand. This might be an acceptable approach when
the literature is large and the methodology of the origind papers is reasonably well sandardized, but it is
amuch riskier procedure when the literature is small and awide variety of specifications has been used
inthe origind artides™. Devereaux et d decided, for example, to exclude an article by Taylor, Whellan
and Sloan (1999)* because its data set was a subset of the data used in the included paper by Sloan et
d. Thisshould not, however, be taken to mean that the 1999 paper contained no additional
information. In the 2001 article, Soan et d. estimated a single equation for probability of desth, with
primary diagnosis as an explanatory variable. 1n the 1999 paper they estimated rdative mortaity risks

“'dedlly we would want to include only articles which applied the standard specification tests to
their estimated equations - testing for heteroscedadticity and normdity of the resduas and for the
functiona form of the estimated equations. (And whose equations passed the tests, of course) If we
goplied that rule to this literature we would be lft with very few articles.

“?Donad H. Taylor, David J. Whellan and Frank A. Sloan (1999): “Effects of Admissonto a
TeachingHhospital on the Cost and Quadlity of Care for Medicare Beneficiaries” New England Journa
of Medicine 340(4), January 28, 293-299
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for different hospital ownership classes separately for hip fracture, stroke, coronary heart disease and
congedtive heart failure. Thisis of interest Snce the correlation between mortaity rates across different
conditions within individua hospitals tends to be very low. Mortdity for different conditions have, in
economic terms, different production functions. In addition, adl hospitas face budget condtraints so that
as part of the process of deciding what resources to acquire even genera hospitals may choose to
specidize (or find that they have accidentally wound up specidizing) in alimited number of areas, S0 it
isof someinterest to seeif thereis evidence that the failure in their 2001 paper to find a sgnificant effect
of ownership on pooled mortdity was due to the fact of pooling.

In the 1999 paper, testing mortdity in PNFP relative to PFP hospitas, Soan et d. find no
sgnificant difference in mortdity risk for any of the individua conditions. For two of the conditions, the
reldiverisk isless than one, favouring PNFP hospitals and for two it is greater than 1, favouring PFP
hospitals. The smdlest p-vaueis .08, (in the hip fracture equetion, in favour of PNFP hospitals) the
other three range from 0.33 to 0.58. In other words the falure to find a significant effect of ownership is
cons stent across conditions.

Among the other papers Devereaux et a. considered and excluded is one by Ettner and
Hermann (2001)*. Because their interest was in trestment of patients with psychiatric diagnoses, Ettner
and Hermann exclude from their study patients who died in hospita or within 30 days after discharge,
noting only that mortality rates were smilar for for-profits and (private) not-for-profits. Obvioudy a
study which does not consder mortdity as an outcome is not a candidate for incluson in a meta-andyss
of sudies of mortdity rates, but amore traditiond literature review of evidence on hospita qudity might
note that Ettner and Hermann did include a qudity proxy, the 30 day rehospitalization rate, and found
no sgnificant difference by ownership type. Nor did they find asgnificant difference in cog, nor any
evidence that PFPs selected easier-to-treat patients.

A paper by Burns and Wholey (1991)* did consider mortality rates and was excluded perhaps
because its results could not be fit into the meta-andytic framework. Burns and Wholey report logistic
regressions of mortality equations for each of 16 procedures or conditions. They include, as
explanatory variables, besdes ownership, age, sex, comorbidities, teaching status, hospita patient
volume, rural/urban and a set of physician characterigtics. It isapaper for which there seemsto bea

33, L. Ettner and R. C. Hermann (2001): “Therole of profit status under imperfect information:
evidence from the treatment patterns of elderly medicare beneficiaries hospitaized for psychiatric
diagnoses’ Journd of Hedth Economics 20(1), 23-50

“Lawton R. Burns and Douglas R. Wholey (1991): “The Effect of Patient, Hospital and
Physician Characterigtics on Length of Stay and Mortdity” Medical Care 29(3), 251-271
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strong case for incluson in a systemétic review of mortaity differences, but it is not included probably
because Burns and Wholey follow the common practice of only reporting, in their estimation results, the
values of the setigticaly sgnificant coefficients. For dl but one of the estimated equations the coefficient
identifying a hospitd as investor-owned as opposed to PNFP is nonsignificant - iein 15 out of the 16
equations the difference between mortdity in PFP and PNFP hospitalsis not satisticaly sgnificantly
different from zero - and therefore is not reported. 1n one case - hip fracture - the coefficient on
“investor owned” is negative, meaning that PFP hospitals have lower mortdity than PNFP, and is
datidicdly sgnificant. Even in that case, however, ther result is not mentioned in the Devereauix paper.

Beyond the fact thet it estimated logistic equations on micro-level data, so that in the one casein
which adatidicdly sgnificant effect was found the coefficient isalog odds retio, the Burns and Wholey
paper would have agrong clam for incluson in atraditiond literature review because it includes a
variable virtualy no other study does. Because their data came from asingle state, Burns and Wholey
were able to congruct a physcian volume index, usng the volume of patients with each condition seen
by aphysician in the sample year in each hospita in which that physician practised. Mogt Sudies are
not even able to include a variable for the number of physicians practisng in each hospitd. In discussng
the inclusion of this variable, Burns and Wholey note evidence that the volume of cases handled by a
physician may be more important than the volume handled by a hospita for some conditions.

Physician volume is significant in eight out of the 16 equations, more than any of the hospita
characteridics. In seven out of the eight higher physician volume has a negative effect on the patient’s
probability of degth (in the case of dehydration it is Sgnificant and positive, which is not easy to explain).
Thereisclearly good reason to think that if there is a practice effect, with grester experience trandating
into greater kill, it is probably stronger a the leve of the physician than the leve of the hospitd. The
fact that Burns and Wholey found a negative and sgnificant effect for so many conditionsis definitely of
interest, if only because it suggests that other studies which exclude a physician volume measure suffer
from omitted variable bias. And even though Burns and Wholey do not report the data necessary to
cdculate relative risk ratios, the fact that in fifteen out of Sixteen equations there is no significant
difference, and in the one in which the effect is Sgnificant the effect is negative, would merit mentionin a
traditiona literature review even though those findings cannot be quantified in the precise manner caled
for by arandom effects meta-analyss.

There are other articles in the literature which, while they do not meet dl of the precise
requirements for incluson in Devereaux et d’s meta-analys's, are none the lessinformative. For
example, Geweke, Gowrisankaran and Town (2001)*, in astudy of mortaity among Medicare
pneumonia patients admitted to 114 hospitalsin Los Angeles County in the 1989-92 period, and using a
Bayes an gpproach to control for selectivity bias in hospital selection, find PFP and PNFP hospitals to

*John Geweke, Gautam Gowrisankaran and Robert J. Town (2001): Bayesian Inference for
Hospita Quality in a Sdlection Modd Nationa Bureau of Economic Research Working Paper 8497,
October
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be amilar in quality with adight edge for PFP. moving a patient from a PNFP to a PFP hospital results
in a 2% decrease in mortdity risk. They aso find that mortdity risk tends to be lower in larger
hospitas.

Gowrisankaran and Town (1999)*, using alarger sample of Medicare pneumonia patients,
investigate the sengtivity of mortdity risk estimates to approaches used to control for sdectivity bias.
They compare results of two estimation procedures - one Insrumental Variables (1V) approach which
controls for endogeneity of hospital choice, and a Generdized Least Squares (GLS) approach which
does not. Under GLS estimation there is no sgnificant difference between PFP and PNFP (inthe GLS
equation which alows mortdity to depend on bed size, average length of stay, and a number of other
factors as well as ownership they find that PNFP hospitals have higher mortdity risk but the t-gatidtic is
1.50, which is not sgnificant a conventiond levels). InthelV estimation, the coefficient on PNFP
(which compares mortdity at PNFP with PFP hospitas) is negative and close to significant, but in the
equation which alows mortality to depend on bed size, they find that the quality of PFP hospitals
increases with bed size (ie the mortality rate in PFP hospital's decreases as bed size increases) while the
qudity of PNFP hospitals does not. An increase of 10 beds reduces the daily mortdity rate in PFP
hospitals by 0.7 percentage points. While the negative coefficient on PNFP ownership indicates that
mortality is 1.3 percentage points lower in PNFP than PFP hospitals, when bed szeisfactored in,
mortality islower in PFP than PNFP hospitals for any hospital with more than about 20 beds.

McGinty (1993)* looks at the effect of ownership on excess (ie severity adjusted) mortality for
severd conditions combined in 1985-6 and finds that government hospitals have higher than expected
mortality while the difference between PFP and PNFP is not Satigtically sgnificant.

Kesder and McClelan (2001)* in a paper which, like anumber of other recent papers,
investigates ways of controlling for selectivity bias resulting from the endogeneity of hospita choice,
andyze longitudind dataon al nonrura ederly Medicare patients hospitaized for anew heart attack in
the period 1985-96. Their results would be difficult to fit into a meta-andysis, Snce they cdculate the
ratio of PFP to PNFP hospitalsin an area and report the effect on mortdity of different dengties of
PFP/PNFP hospitals. They find no sgnificant effect of living in an area with above median dengty of
PFP rdative to PNFP hospita's, and no significant effect on mortaity of being in an areawhich is above
the 75" percentile of PFP to PNFP density, athough there is asignificant positive effect on mortality of
living in an areawith above the 75™ percentile of density of public rdative to PNFP hospitas.

In other articles germane to the issue of hospita quality but moving farther from the use of

*®Gautam Gowrisankaran and Robert J. Town(1999): “Estimating the quality of care in hospitals
using ingrumentd variables’ Journd of Hedth Economics 18, 747-767

“"Michadl J. McGinty (1993): Medicare Reimbursement and the Quality of Hospital Care
RAND Graduate School Doctoral Dissertation, RAND Corporation paper N-3409-RGSD, Santa
Monica CA.

“®Danid Kesder and Mark McClellan (2001): The Effects of Hospital Ownership on Medica
Productivity National Bureau of Economic Research Working Paper 8537, October
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mortality asthe index of quality, Brook et a. (1990a)* combine incidence of death, heart attack and
stroke into an index of adverse events for patients undergoing carotid endarterectomy™ in 1981. The
inclusion of stroke and M1 as outcomes means that the Brook study does not fit neatly into a meta-
andyds of sudies focussing only on mortdity, but the finding that thereisno

“Robert H. Brook, Rolla Edward Park, Mark R. Chassin, Jacqueline K osecoff, Joan Keesey
and David H. Solomon (1990a): “ Carotid Endarterectomy for elderly patients: Predicting
Complications’ Annals of Internal Medicine 113, 747-753

*Some authors prefer combined indices of adverse events smply because mortality rates for so
many conditions are so low.
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sgnificant difference between PFP and PNFP hospitals in the incidence of any of the three adverse
events seems worth mentioning. Also using 1981 data, Brook et a (1990b)>! find no significant
difference between PFP and PNFP hospitals in appropriateness of three procedures. Also in the
adverse events literature, Brennan et a (1991)%, using 1984 data from New Y ork state, using record
review to identify adverse events, found proprietary hospitals to have sgnificantly fewer adverse events
which were judged as probably being due to negligence.

VIl. Caveats on Meta- Andyses

A meta-andlysis can be auseful device for summarizing and to a degree extending the results of
anumber of sudies. So long as the study design is appropriate and does not differ greetly across the
studies being reviewed, a meta regression equation can add information beyond that present in any
sngle one of the sudies. Aswe have noted, the estimated trestment effect from a sngle study can,
assuming the estimator is unbiased, be regarded as a drawing from a distribution centred on the true
trestment effect. Suppose that we collect together fifty of such studies and that in each of them the
trestment effect, dthough not satigticaly sgnificantly different from zero, is postive.  Assuming the data
sets used in the studies to be statistically independent of each other, the likelihood that each of the
edtimates would being positive when the true effect was not is extremely smdl. A metaregresson
andlysis of those studies can give an estimate of the true treatment effect, and it is legitimate to pool the
information in the individua studiesto get an idea of whether that trestment effect is Satidticaly
ggnificantly different from zero. We can adso get an idea of whether the effect islikely to be of practicd,
aswdl as datidicd, sgnificance. With alarge enough sample, virtudly every estimated coefficient will
be satigticaly sgnificant - when the sample is extremely large the non-sgnificant coefficientsare, in
some ways, more interesting than the significant ones. The fact that a coefficient from an extremdy large
data st is Satigtically sgnificant does not mean that it matters for policy or trestment purposes.

The fact that ameta-analys's can provide useful information does not, however, mean that every
meta-anays's does provide useful information.  The information requirements of a good meta-andys's
are gringent, and the smaler the number of studies being included in the analysis the greater the chance
that bias present in the estimate derived in one study will contaminate the meta-anayss. When the

*'Robert H. Brook, Rolla Edward Park, Mark R. Chassin, David H. Solomon , Joan K eesey
and Jagueline Kosecoff (1990b): “Predicting the Appropriate Use of Carotid Endarterectomy, Upper
Gadtrointestina Endoscopy and Coronary Angiography” New England Journa of Medicine 323,
October 25, 1173-1177

*Troyen A. Brennan, Lies E. Hebert, Nan M. Laird, Ann Lawthers, Kenneth E. Thorpe,
Lucian L. Legpe, A. Russl Locdio, Stuart R. Lipsitz, Joseph P. Newhouse, Paul Weller and Howard
H. Hiatt (1991): “ Characteristics Associated with Adverse Events and Substandard Care” Journd of
the American Medical Association June 26, 265(24), 3265-3269
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literatureissmal it is probably better at the very least to accompany the meta-andyss with a detailed
literature review, which includes a discussion of the articles which were not included in the find Satigtical
poaling.

It should also be noted that there is disagreement in the literature about the track record of
meta-analysis as it has been practised (as distinct from its theoretical potential). LeLorier et a (1997)%
compared the results of twelve large, randomized controlled trids with 19 earlier- published meta
andyses dedling with the same topics. They concluded that thirty-five per cent of the time the meta-
analyses did not predict accurately the results of the large tridls. Naylor (1997)> argued that Lelorier
et a. overlooked the results of certain important studies (which, sncethe LeLorier et d. article was
itsdf essentidly ameta-andlys's, serves to emphasize the potentid sengtivity of the statistical analysisto
the sdlection of articles being included) and that another review of meta-andys's suggested that
“Directionaly, 80% of meta-andyses agreed with the results from the larger trid, athough concordance
for gatidicdly sgnificant findingswas much less”  If meta-analyses only get the direction of effect right
80% of the time, we should clearly be cautiousin deciding how much weight to give their conclusions.
Bailar (1997)> argues on the basis of his own review of meta-analyses that

s problems were so frequent and so serious, including bias on the part of the meta-
andyd, that it was difficult to trust the overdl “best estimates’ that the method often
produces. On present evidence, we can generaly accept the results of awell-done
meta-anayss as away to present the results of disparate studies on a common scae
......... But any attempt to reduce the results to a single value, with confidence bounds,
islikely to lead to conclusons that are wrong, perhaps serioudy s0.”

>3 Jacques Lel_orier, Geneviéve Grégoire, Abddtif Benhaddad, Julie Lapierre and Frangois
Derderian (1997): “ Discrepancies Between Meta- Analyses and Subsequent Large Randomi zed,
Controlled Trids’ New England Journa of Medicine 337(8), August 21, 1997, pp. 536-542

*C. David Naylor (1997): “Meta-andysis and the meta-epidemiology of dinica research’
British Medical Journd 315, September 13, 617-619

*John C. Bailar (1997): “The Promise and Problems of Meta-Andysis’ New England Journdl
of Medicine 337(8) August 21, 1997, pp. 559-561
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Problems with meta-andlyses are even more pronounced in behavioura research, where agents
cannot be randomized into groups and behaviourd responses must be controlled for Satigticaly rather
than in study design. The omitted variable biasintroduced by afailure to control adequately can distort
edimates of treatment effects to a serious degree. To take one example relevant to the current case,
there is consderable evidence in the literature that for at least some conditions, the outcome of trestment
depends on the volume of cases that a hospital treats™ and that for some conditions this carries through
to hospitd Sze, with larger hospitals having better outcomes than smaler ones. Since PFP and PNFP
hospitals are not identically distributed across bed size, with PFP generdly being smaller, if the hospital
sze effect is genuine, and no scale variable is included in the estimated mortality equation, the effect of
hospital scae will tend to be picked up by the ownership variable.

Thistype of problem led Blettner et d. (1999, op. cit.), in adiscusson of the potentid of meta-
andyssasatool of epidemiology, to conclude that “Meta-anayses from published detaarein generd
insufficient to calculate a pooled estimate since published estimates are based on heterogeneous
populations, different study designs and mainly different statistical models”

This does not mean that we cannot draw conclusions about treatment effects from various types
of literature reviews. We do, however, have to give much more attention to the design of the origind
gudiesthan is necessary in ameta-andysis of dinicd trids.

VIIl. Structuring an Investigation of the Effect of Hospitad Ownership on Mortdity:

How, then, would we go about investigating the effect of hospital ownership on patient outcome
in the American context? The basic hypothesisto be tested isfairly sraightforward. We assume that
both types of hospital, PFP and PNFP, face the same production technology, meaning that given the
same level and mix of inputs they are cgpable of producing the same mix of output.

We say mix of output because we are thinking of a hospital’ s output as having two components
- quantity and quality. Both are produced by gpplication of inputs - capitd, labour and materids.
Clearly, if thereisto be anything to investigate, quantity and quaity must be choice varigbles - for a
given totd leve of inputsit must be possible to dlocate the inputs to produce different mixes of quantity
and qudity. If we could observe this alocation of input effort there would be no problem answering the

*See, for example, John D. Birkmeyer, Andrea E. Siewers, Emily V.A. Finlayson, Therese A.
Stukdl, F. Lee Lucas, Ida Bétista, H. Gilbert Welch and David E. Wennberg (2002): “Hospital VVolume
and Surgicd Mortdity in the United States” New England Journd of Medicine 346(15), 1128-1137,
who estimate, for example, that the risk of desth associated with coronary-artery bypass graft was
roughly 14% higher in alow volume hospitd than in ahigh volume hospitd (the difference between a
degth rate of 4.8% and 5.5%).
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basic question - we would smply look at the proportion of input effort alocated to qudity in PFP
hospital's as compared with the proportion allocated to quality in PNFP hospitals. The only reason that
thereis anything to study is because we can only observe totd input levels (at best - data on the
physician input is generdly lacking) and not how inputs are alocated towards the two dimensions of
output.

The fact that the quantity-quaity mix is determined by resource alocation means that each
hospital, whatever its ownership, is operating on a quality-quantity trade-off curve (in economic termsa
production possibility frontier). If we think of the curve as drawn on a graph with quaity on the vertica
axis and quartity on the horizontd, the distance of the curve from the origin depends on the total
quantity of inputs which the hospitd has e its disposd. The more resources it has, the further out from
the origin the curve on which it is operating®. Given the sametotal level of inputs, two hospitals, one
PFP and one PNFP, will lie on the same trade-off curve, snce those curves are determined by the
technology of medicine. The hypothes's under consderation here isbasicadly that, given two groups of
hospitals lying on the same trade-off curve, the PFP hospitals will choose to operate at a point with a
higher quantity coordinate and alower quality coordinate and the PNFPs will choose apoint with a
higher quaity and lower quantity coordinate. If we visudize the two groups of hospitals as clusters of
points on the curve, the hypothesis being tested is that the two groups will form two distinct, but
possibly overlapping clusters, and that the centres of the two clusters will differ, with the centre of the
PFP cluster being associated with alower level of qudity of care than the centre of the PNFP cluster.
On the assumption that lower quality means higher mortaity, thiswould trandate into the PFP cluster
being centred on a higher mortdity level. Note that, even if the two clusters are centred at different
points they can gtill overlap. The location of the centre tells us nothing about the variance or skewness
of the digtribution.

In order to ensure that we are comparing like with like, then, we need to control for the trade-
off curves the hospitals are or™®. Any mortaity equation, then, should include among its explanatory
variables not just patient severity but dso some kind of scale variable to identify the trade-off curve a
particular hospital lieson Absent that, we will be confusing scale effects with resource alocation
effects. The larger ahospitd is, in terms of the resources at its digposd, the further out from the originis
the trade-off curveit lies on, and the more of both quantity and qudity it can produce. The important
guestion here is how much of each it chooses to produce given its potentid. |f we do not control for

*"The quantity of inputs a hospital employsin tota, the quantity of output it produces and the
severity mix of the patients it treats are al choice variables in the hospitd’ s problem, which means that
they are, at least potentidly, satisticaly endogenous. This means that when we are actudly estimating
the equations discussed here we should use a technique which dlows for this endogeneity - perhaps
Instrumenta Variables as opposed to Ordinary Least Squares. Choice of estimating techniqueis an
econometric issue - in this discusson we limit oursdves to moddling issues.

>t can be shown that no hospital will deliberatdly operate below its trade-off frontier. For a
PFP hospital, to do so would be to forgo potential profit, and for a PNFP to do so would be to pass up
the chance to treat more patients.
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scale, and if the hogpitalsin our two groups differ in

sze, the group (cdl it group A) with generdly smaler resource endowments will tend to show up as
producing poorer quaity output even if, when welook at any one trade-off curve and compare the

quantity-quaity choices made by the subsets of the two groups of hospitals which lie on that curve,
group A hospitals consstently choose higher qudity points.

Congder, for purposes of illugtration, Figure 1 below. Suppose we have two broad classes of
firms, type A and type B, with type A firms being smaller than type B and therefore being on the lower
(closer to the origin) trade-off curve. Assumethat dl type A firms are tightly grouped around point A
on Figure 1 and dl type B firms are tightly grouped around point B. Asthe diagram is drawn, if we
consider the ratio of quality to quantity produced by each type of firm, we will find that type A firms
have a higher qudity/quantity ratio than type Bs. We can seethisif we draw aline from the origin
through point A, and asimilar line through B. the dope of the two lines represent their quaity/quantity
ratios. Because thelinethrough A is stegper than that through B, A represents a higher quality/quantity
ratio than does B.

Type B firms produce more of both quality and quantity than do type A firms, smply because
they are larger and have more resources e their disposd. If weignore the size differences, it would
look asif type B firms have a stronger preference for qudity than do type A firms. If, however, we
contral for the firms' resources, by controlling for the curve they are on, we will find that, given their
resource levels, type A firms have astronger preference for quality than do type B firms.

The same issue arises when our two types of firms are both distributed across the two trade-off
curves, so that each type includes some larger and some smadller firms, but the type B firmsare on
average larger than thetype As. Again, faling to control for the curve they lie on can bias our estimate
of the strength of their preference for quality™.

A carefully constructed study of the relation between hospita ownership and mortdity, then, will
regress mortaity on patient severity variables and a scde variable of some sort. This could be the totdl

* |n fact, the two ownership types are quite different in arange of characteristics. Investor-
owned hospitals tend to be smdler: in 1997 investor owned community hospitals had an average bed
Sze of 144 compared to 197 for not-for- profit community hospitals, and an average daily census of 75
compared to 125. Their geographic digtribution is dso sgnificantly different: while 16% of dl US
community hospitals are investor owned, they are very much a southern phenomenon: in the South
Atlantic census divison, 26% of dl community hospitals are investor owned, accounting for 25% of all
investor owned community hospitals. The South Atlantic district has 13% of al US not-for-profit
community hospitals.  Inthe East South Central census district 26% of al community hospitals are
investor owned, accounting for 15% of al for-profit hospitals. The East South Central district has 6%
of dl not-for-profit community hospitals. In Horida, 46% of al community hospitals are investor
owned. Since hospital size and location can have an impact on qudity (there are procedures for which
outcomes are clearly better in high volume hospitds, for example) analyzing mortality rates asif hospitas
had been randomized to ownership statusis not indicated.
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input level, or it could be the hospital volume (the quantity measure), but it should not include both.
Including the leve of dl inputs identifies the trade- off curve a particular hospitd ison. Including the
quantity of output a hospital has chosen to produce in addition to the level of inputs identifies the point
that particular hospital has chosen to operate at on the curve. Given those two items, there is nothing
|eft for the ownership variable to identify.

Idedlly we would prefer to have the full input set as our set of explanatory varidbles. If we are
using quantity as an explanaory variable, we should at least omit the varigble (primarily labour) inputs -
these are the ones mogt likely to be easily reallocated between quantity and quaity. We should dso
include variables for other, regiona factors which might affect PFP and PNFP hospitas dike, but which
differ across geographic areas, snce PFP and PNFP hospitas are not identically distributed
geographicaly. Rurdity isone obvious factor which, judging by the literature, can affect outcomes but is
likely to affect both types of hospitalsin asmilar manner. We are interested in identifying the degree to
which ownership affects outcome after controlling for common factors.

In estimating a mortality relation it isimportant to keep in mind the underlying theoretica basis of
the hypothess that ownership affects qudity and therefore mortdity. The presumption in much of the
literature is that PFP hospital's can increase their profits by cutting back on qudity. This presumes either
that quality is unobservable (in which case the empirica investigation should follow the literature on the
econometric estimation of production functions involving unobservable endogenous qudity™) or that
patients are unresponsive to quality.

%There are articles in the economics literature dealing with the econometric analysis of cost
functions for firms whose output contains an unobserved quality eement. See B. Friedman and M.V.
Pauly (1981): “Cost functions for a service firm with variable quaity and stochastic demand: the case of
hospitds’ Review of Economics and Statigtics 63, November, 630-634; P. J. Gertler and D. M.
Waldman (1992): “Qudity-adjusted cost functions and policy evaduation in the nurang home industry”
Journd of Political Economy 100(6), 1232-1256, and Jos L.T. Blank and Evelien Eggink (2001): “A
qudity-Adjusted Cost Function in a Regulated Industry: the Case of Dutch Nursng Homes™ Hedlth
Care Management Science 4, 201-211, for example.




Empirically naither hypothesisislikdly to be correct (and both are testable). In particular,
patients are likely to be concerned with the quaity of care they expect to receive. Various factors will
affect the demand for quality - qudity isanorma good, so higher income communities are likely to be
more concerned with qudity, after they have paid for a given quantity of care. Areas with better
insurance coverage will aso be more sengitive to qudity. Insurance, as structured in the United States,
tends to make the patient insengtive to the price of care. The more extensive, and more
comprehensive, insurance cover in an area, the less sengitive patients are going to be to the price of
care. Higdoricaly this has meant that well-insured patients have tended to prefer to obtain their care
from the provider with the highest perceived qudity. (Thiswaswhat underlay what was known asthe
“medicd amsrace’ inthe United States.) In order to attract patients, then, any hospitd will have to
offer higher quality servicesin higher income, better insured areas than they would in lower income and
lesswell insured areas. The degree of the resultant increase in quaity will depend on the sengtivity of
demand to variations in qudity, which will depend on the income and insurance factors which we have
already mentioned, but also on the degree of competitiveness of the local market. If thereis only one
hospital in aloca area, even patients with astrong preference for quaity have little choice about the
carethey get. If the market is competitive, hospitas will have to compete much more vigoroudy in the
quality dimension. Kesder and McClellan (2000)* investigated the effects of competition and
concluded on the basis of differencesin AMI mortality between the bottom and top quartiles of
competitiveness that increased competition had the potential to improve AMI mortaity by 1.46
percentage points, or 4.4 per cent. Thisisalarger percentage difference than Devereaux et d. ascribe
to the ownership effect, and roughly on a par with van Waraven and Bell’ s esimate of the extrarisk of
desth or readmission associated with being discharged from a Canadian hospital on a Friday®™.

IX. Conclusons:

Thereis atendency among hedth care analyss to assume that quaity must be the enemy of
profitability. Thisis not necessarily the case, for severa reasons. In any industry, doing agood job of
producing a product can reduce the costs associated with later repairs - in hedlth care, reducing the rate
of complicationsis likely to be cost saving, and process improvements which reduce complicetion rates
are likely aso to reduce mortdity. In addition, having a reputetion for qudity, especidly in afied
associated with life or death, can be a powerful generator of demand. Certainly hospitals do not
hesitate to get the word out when they get high quaity rankings™. 1n the United States, both individual

*'Danid Kesder and Mark McClellan(2000): “Is Hospital Competition Socialy Wasteful”
Quarterly Journd of Economics, May, 577-615

%2Carl van Walraven and Chaim M. Bell (2002): “Risk of deeth or readmission among people
discharged from hospita on Fridays’ Canadian Medical Association Journd 166(13), 25 June, 1672-
1673

%3See the discussion in David Dranove(2000): The Economic Evolution of American Hedlth
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patients and managed care organizations are showing increased sensitivity to quality as the number of
hospital report cards being produced increases.

Thereisaso atendency to assume that the mean of adidiribution is completely representetive of
the entire digtribution. To know the risk of winding up in a poor qudity hospita it is aso necessary to
know the spread of the distribution. In Pennsylvania, The Pennsylvania Hedth Care Cost Containment
Council produces outcomes reports on hospitals performing Coronary Artery Bypass Grafts (CABG).
In 1994-95, 43 hospitalsin Pennsylvania performed CABG. None were for-profit, al were non-profit
of various types. The mean unadjusted mortality rate was 3.19%. However, the hospital with the
highest mortdity rate had an unadjusted mortdity rate which was twice the average and over four times
the mortdity rate of the hospita with the lowest unadjusted rate. If we adjust by dividing eech
hospitdl’ s actual mortdity rate by its expected mortdity rate, the worst-performing hospita had an
actua mortality rate 70% higher than its expected rate, and the best performing hospital had an actud
rate less than half of its expected rate.

Using the data in the Pennsylvaniareports, we regressed the actua mortdity rate on a number
of explanatory variables. The most powerful predictor of actuad mortdity was expected mortdity. By
itsdf it could explain about 42% of the variation in CABG mortdity among the 43 hospitdls. The
number of operations performed in a hospital had a Sgnificant negetive effect when it was the only other
explanatory variable (besides expected mortdity) in the equation, but it logt its sgnificance when we
introduced a variable for the share of a hospital’ s operations performed by the surgeon who performed
the largest number of operationsin that hospital. The coefficient on that variable was negetive. The
relative sgnificance of the physician and hospital volume indicators suggests that the practice effect was
more important at the surgeon leve than at the hospitd level. Adding avariable for the number of
operations performed by the surgeon with the maximum output in each hospital increased the
explanatory power of the equation to 52%.

The andyss of behavioural modds is much more difficult than the andysis of traditiond
epidemiologicd modds. An economic agent’ s behaviour will be driven by a number of objectives, and
he or she will have anumber of instruments which can be used to try and attain those objectives. To
test hypotheses about human behaviour we must firgt derive predictions from a plausible modd of that
behaviour, taking account of how individuas will respond to policy interventions. The combination of
modelling uncertainty with econometric issues, especialy the issues associated with omitted variable
bias, selectivity bias and endogenety bias means that for most problems there will never be a definitive
answer, just incremental movements towards better understanding. The smaller the effect being studied,
the greater theratio of noiseto Sgnd in the results of any estimation, and the more attention that must be
given to detals of modeling and estimation.

Care Princeton University Press, Princeton, New Jersey
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A hospitd is a multi-product firm, one of whose key products, quality of care, is difficult to
observe. Mogt studies of hospitd quaity use alimited number of indicators. in many casesjust
mortaity. While mortdity is obvioudy an important outcome of hospita care, there is considerable
debate about the vaidity of risk adjusted mortaity rates asindicators of quality®.

Efforts to improve hospital quality need to take two forms. Firgt is the need to develop
incentives that will encourage quality regardiess of factors like ownership. While designing incentive
systems which will encourage quality without being excessvely susceptible to gaming is not essy, it can
be done, as the work of Mingshan Lu at the University of Cagary indicates”™. Second is the need to
make detaled information about hospital performance widely available. Canada lags behind other
countries in developing and publishing hospita report cards, and while the adminigtrators of hospitas
which rank badly can aways find some reason why the rankings are particularly inaccurate in their
particular case, thereis considerable work, in the United States and elsewhere, on report cards and on
technical issues pertaining to profiling medica care providers, and complaints that report card indicators
are not absolutely perfect should not be used to justify not producing them.

*Seg, for example, David L. Zakind and Steven R. Eastaugh (1997): “Mortality Rates as ans
Indicator of Hospitd Quaity” Hospital and Hedlth Services Adminigration 42(1), Spring.

®See, for example, Mingshan Lu, Ching-to Albert Maand Lasheng Y uan (2001): Risk
Sdection and Matching in Performance-Based Contracting Working Paper, Department of Economics,
Universty of Cagary
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