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Conclusions:

The Network Operations Sub-Working Group has agreed to the network management guidelines set out in Attachment 1, subject to the proviso that revisions may be required over time as the parties gain operational experience with TPIA service.

Recommendations:

The HSWG recommends that the Steering Committee approve this Consensus Report which is supported by all Cable Carriers and potential TPIA service customers.
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None envisaged.
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1.0
INTRODUCTION

This document provides for the management of network events associated with the provision of Third Party Internet Access (TPIA) service by cable carriers (CCs) to third party Internet Service Providers (ISPs). These guidelines are provided for the management of the following events or conditions:

A. Network congestion due to facility failures;

B. Network congestion due to abnormal usage;

C. Mass usage events;

D. Switch or network failures or extended outages;

E. Distribution cable failures; and

F. Planned network or network element modifications.

2.0
GENERAL RESPONSIBILITIES

This section sets out administrative guidelines and responsibilities for the exchange of information between a CC and ISPs accessing the CC’s TPIA service (Connecting ISPs) relative to network management.  

2.1
RESPONSIBILITIES OF CABLE CARRIERS AND ISPS

Each CC and Connecting ISP must:

A. Provide and maintain appropriate levels of adequately trained personnel,

B. Maintain adequate information on network and equipment configurations,

C. Inform each other of network failures and network events,

D. Provision adequate network management tools,

E. Provide a single point of contact for the reporting and management of network events.

F. Cooperate to effectively manage traffic.  

G. Inform each other of mass usage events.

2.2
CONTACT NUMBERS

Each CC and Connecting ISP must provide a single point of contact for its' Trouble Report Centre (TRC) or equivalent. Appendix "A" provides a sample of the contact information to be exchanged between a CC and Connecting ISP and kept up to date as required or at service quality meetings.

2.3
ESCALATION

Escalation is a means of bringing problems to the attention of individuals who have the responsibility and authority to expedite corrective action.

When a Connecting ISP experiences a network outage and resolution progress is not satisfactory, the Connecting ISP may contact the CC for escalation to a higher level of authority.  The following tables outline the escalation criteria to be followed, including description of priority and escalation intervals to be agreed to in bilateral negotiation between the CC and Connecting ISP.

Priorities/Escalation Criteria

SAMPLE

Priority Level
Description

1
 

2
  

3
  

4
 

Escalation Intervals






      SAMPLE
Priority
Level I
Level II
Level III

1




2




3




4




The rate at which a problem is escalated through successive levels of management should allow each level a reasonable period of time to resolve the problem before it is presented to the next level for action.  The priority and escalation intervals are dependent upon the severity and impact of the problem. 

2.4
SERVICE QUALITY MEETINGS

Service quality meetings are used to discuss installation, testing and maintenance issues and to exchange information such as escalation contacts and test lines.  Each CC and Connecting ISP is responsible for requesting service quality meetings when, in their opinion, such meetings are necessary.

Regular service quality meetings are required to discuss and address:

A. Pre-plans;

B. Quality issues;

C. Contact numbers; and

D. Network issues.

2.5
REQUEST FOR POSTMORTEM

Cooperative analysis of the restoration process for major network failures may be requested by either party. A postmortem request must be made within 24 hours of the restoration.

The Internet or FAX are suggested modes for the exchange of requests and responses between the functional primes.  The CC or Connecting ISP will forward the request for information, with the word "postmortem" as part of the subject heading to the other party.  See APPENDIX "B" for an example of a postmortem request template.

It is recommended that a response be provided within 5 business days. The response shall be formatted as per APPENDIX "C", RESPONSE TO POSTMORTEM.

3.0 RESTRICTIONS ON NETWORK OPERATIONAL ACTIVITIES

3.1
NETWORK MODIFICATION SUSPENSION

Due to the volumes of traffic and the potential for negative impacts to the network, the following table identifies when network modifications shall not be performed. Exceptions must be negotiated between the CC and Connecting ISPs and coordinated by the network managers.
Network Modification Suspension Time Periods

(Inclusive – local time)

Event
Start of Suspension Period
   End of Suspension Period





















4.0 NETWORK FAILURES, EXTENDED OUTAGES OR CONGESTION

This section provides CCs and Connecting ISPs with network management procedures for addressing network modifications, fault and performance management such as those experienced with network failures and abnormal usage.  

4.1 NETWORK FAILURES  

All information pertinent to a failure is of benefit to reduce future repair and restoration times.  All observable events, that may be relevant to a network failure, prior to, during, and after service restoration must be logged.  Notification procedures must be developed at the time of pre-planning, during extended outages or during service quality meetings.    
Failure notification information shall include, but is not limited to:

A. Brief description of the trouble;

B. Trouble start time;

C. Trouble location;

D. Estimated restoration time 

E. Actual restoration time;

F. The CCs name; and

G. The name and telephone number of the person initiating the report.

4.2
MASS USAGE EVENTS

The CCs need to be informed of all mass usage events that may impact their networks as early as possible, preferably 7 business days prior to the event taking place.  

Traffic management during a mass usage event should be exercised as close to the source of the congestion as possible.  In order to protect the communications network, the amount of control to be applied will be at the discretion of each CC. Cooperative network management controls during the event may be required.  In the event that network management controls are applied by a CC that could affect Connecting ISPs, Connecting ISPs must be informed of the potential effect as soon as possible. 
4.3
EXTENDED FAILURES

When a CC suffers an extended network congestion or failure, traffic will be rerouted where possible.
4.4
SCHEDULED NETWORK MODIFICATIONS AND OUTAGES

Cable carriers and ISPs should provide advance notice to each other of the following network changes/events within the notice periods set forth below:

Event
Notice Period

Change in location of POI


Earlier of 6 months and the time the decision is made



Scheduled network outages, including network segmentation activities


Earlier of 72 hours and the time that cable company customers receive notice

Modem software changes and other activities or events that may affect or interrupt the provision of service but do not require physical changes to network connections or terminal equipment


Earlier of 72 hours and the time that cable company customers receive notice

Other network changes that could affect TPIA interconnection arrangements and/or TPIA terminal-to-network interfaces  


Earlier of 6 months and the time the decision is made

The following information should be exchanged at the time of notification:

A. Name of CC, contact and reference number;

B. Affected network element or location;

C. Start date and time of the change;

D. Expected end time; and

E. Description of the modification

APPENDIX "A"     -     CONTACT AND ESCALATION

Trouble Report Centre (TRC) or equivalent, e.g. network management centre, contact and escalation list:tc "Appendix 1A - Network Management Contact & Escalation List" \l 1
COMPANY
NAME
TITLE
TELEPHONE NO.



Trouble Report Centre (TRC)

Level I

Level II

Level III


APPENDIX "B"     -     POSTMORTEM REVIEW

Date:

Requesting Company Name:

Responding Company Name:

Date of Event:

Duration:

Reason for this review:

Summary of events:

APPENDIX "C"     -     POSTMORTEM RESPONSE 

REF#_________.

(Failure caption heading e.g. Failure of(.)
Summary
(Detailed event history and description of action taken.)

Root Cause Analysis
(Statement as to what the root cause of the event was.)

Restoral Analysis
(What procedure was taken to restore the service.)

Issue: 

(Things to be addressed as a result of the event.)

Recommendations:
(Action to resolve root cause issues.)

