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Introduction

At the Feb 8, 2000 NTWG meeting, Bell Canada and TELUS submitted a joint contribution (NTCO71) outlining the priority of the issues related to interconnection between VoIP network and CS network.  In that contribution, a number of areas were deemed to be of high priority, namely, Common Trunk Group Performance, Performance Metric and IXC traffic.

This contribution discusses the how IXCs would receive and deliver IX traffic to and from LECs who deploy VoIP technology.

Interconnection of LECs and IXCs

Telecom Decisions 92-12 and 97-8 set out the ground rules for the interconnection between LECs and IXCs.  An IXC can either connect to a LEC’s Equal Access End Office (EO) directly (Direct Connection) or to a LEC’s Equal Access – Access Tandem (AT Connection).

The first option, Direct Connection, allows the IXC to receive and deliver long distance traffic from and to the IXC customers served by that EO.

The second option allows the IXC to access the LEC’s local network via its AT.  With this configuration, an IXC will be able to access long distance traffic from/to its customers served by the End Offices, connected to the AT.

Figure 1 depicts the network architecture associated with the DC and AT configurations.
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Figure 1: Equal Access (Toll Interconnection) Network Architecture

VoIP Network Interconnection

This section deals with the situation when the interconnecting LEC deploys VoIP technology instead of the traditional Circuit Switched (CS) technology.  It is important to note that the Commission Decisions regarding interconnection are technology neutral, in that the same rules must be applicable to LECs using CS or VoIP technology.

In the CS case, the notion of EO and AT (local or toll switch) is well understood.  Switching equipment associated with a single switch is located in one location.  Therefore, in the Direct Connection case, IXCs need only to establish a single trunk group from their Point of Presence (POP) to the end office in order to receive/deliver long distance traffic to its customers served by the EO.  (Note: CS Remotes may be located far away from its host, however, in order for the end users on the remote to communicate with other users on a different switch, traffic generated by the remotes needs to be transported back to the host.  Hence, IXCs are still able to access long distance traffic from the switching complex through a single trunk group at the host).

In the VoIP situation and depending upon the implementation of the LEC, it is not clear how an IXC will interconnect with the VoIP LEC.  Unlike CS switches, many of the switching functions can be distributed amongst various VoIP elements, which can be placed in a wide geographic area.  Figure 2 depicts a basic VoIP switch/network.  By examining this basic architecture, a number of questions arise:
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Figure 2: VoIP Switch/Network

1. What is the boundary of an EO? 

2. How would an IXC establish a single trunk group to the LEC EO and receive/deliver long distance traffic served by the EO?

3. Will the Media Gateways be distributed across a large geographic area or will they be centralized in a single location as in CS peripherals?

4. Is there Equal Access Tandem Switch in a VoIP network?  What is the boundary of an Equal Access Tandem Switch?

5. If AT exists in a VoIP environment, how would an IXC establish a single trunk group to the LEC’s AT and receive/deliver long distance traffic as per CS environment?

To answer some of the above questions, one approach is to map CS functions into equivalent VoIP functions.  In this case, mapping of an VoIP switch to that of a CS switch is to consider the Common Control (CC) and its sub-tending Gateways (i.e. those Gateways that are under the control of a Gatekeeper as in H.323 case) as a single “switch”.  That is, the Common Control of the VoIP is similar to a Central Control of a CS switch such as DMS or ESS switches.  The Gateways are therefore equivalent to trunk/line modules and remotes of an EO. 

If the equipment of this VoIP switch is centralized located, then an IXC should be able to connect to the VoIP switch via a single trunk group as with the case of CS environment.  This approach could also be applied to the VoIP LECs that chose to implement a distributed architecture as well.  In this case, a location can be selected (e.g. location where a Media Gateway or Gatekeeper is located) by the CLEC as the equivalent "end office" to be used for interconnection to the IXC.  Through this CLEC’s designated location, IXC can receive and deliver its long distance traffic to the CLEC end users served by the distributed VoIP Switch.

 It is not obvious that if there is a requirement for AT equivalent functions in a VoIP network or if the notion of AT is applicable in a packet environment.  For instance, the homing arrangement of EOs (onto an AT) does not appear to be applicable in the packet environment.  

Summary

This contribution provides a potential method of mapping VoIP network architecture into existing interconnection framework.  











































