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Local Service Provider business failure – Network WG Input

Introduction

At the “date” CISC Steering committee meeting, the NTWG was requested to provide further analysis on its initial report (NTCO150) and to provide its findings to the BPWG who has primeship for the LEC business failure issues. 

LEC business failure issues

The following issues were either referred to the NTWG by the BPWG or raised by the NTWG members. What follows are the descriptions of the issues together with their analyses and conclusions:

1. How can one assist the failed LEC to quickly identify entities interconnected to that failed LECs and ensure continuation of service while live customers are still on the failed LEC’s network.

It was noted that there are generally two types of entities; end customer records and interconnecting entities such as trunks and other unbundled facilities. 

For end customer records such as service features and confidential information associated with the end-customers, they are completely under the control of a failed LEC. No other parties can have access to them. 

Conclusion: 

It is up the failed LEC to ensure that these records are not destroyed and are kept up to date. This should be the responsibility of the failed LEC (its Receiver).

For other entities such as interconnecting trunks and unbundled network elements, some members of the NTWG, based on past experience, noted that a failed LEC might have difficulty to maintain accurate records as most of the technical staff might have left the company by then and these records might not be available. 

Conclusion:

The NTWG agreed that it is the responsibility of the failed LEC’s Receiver to maintain the operations of its network. Further, the NTWG agreed that carriers interconnected to the failed LEC and the failed LEC itself would need to negotiate continuation of interconnect and unbundled services until such time all the failed LEC’s customers are migrated out or some other party takes over the failed LEC’s operations. 

2. What CCS7 issues arise with respect to any failed LEC, should the processes be reviewed and updated. 

This issue addresses what happens to the point codes assigned a failed LEC. There are a number of scenarios:

(A) Scenario 1 - Merger

The following text was extracted from Annex A, Clause 4 of T1.111.8.

“If a number of firms merge and a consolidated operation of their CCS networks results, the new consolidated CCS network may choose which code(s) is to be retained for operation. The code(s) that is not retained shall become available for reassignment after a 6-month transition period (if required). A similar situation involving CCS groups may not require the relinquishing of any assigned signalling point code blocks. 

If a number of firms merge and separate network operations are maintained, the code(s) may be retained by the individual CCS networks. The network code administrator shall verify with the merged firms that the separate network operations are to be maintained.”

Conclusion:

The above would apply to the situation if a failed LEC is bought out, in whole, by another operating firm and the code administrator (i.e. Telcordia.) would have to ensure that the merger or the transition would follow the above guidelines.

(B) Scenario 2 – Partial Merger

T1S1 is currently addressing changes with respect to ownership and control issues of CCS7 point codes.  This particular activity was initiated in mid-2001 as a result of mergers and acquisitions of service providers in the industry.  

The proposed amendments to the T1.111.8 address issues that arise when one network operator transfers some network elements in its CCS7 network to another network operator. The acquiring network operator would end up with a network element having a point code within a network code assigned to the other network operator.  While the long-term goal may be to assign a new point code from the network code of the acquiring network operator, orderly operation of the network requires careful co-ordination of the reassignment in such a situation.

The topic of sharing signalling point codes within a single network code across two or more service provider networks, is still under active discussion within working group T1S1.3. Some parties have expressed concerns the possible impacts such changes might have upon routing across interconnected CSS7 networks. T1S1.3 has agreed to amend the current draft text of T1.111.8 to recognize the concept of point code sharing with the provision that such sharing should not lead to any changes in the routing of SS7 messages. 

Conclusion:

The result of the above activity would appear to apply to the situation whereby a service provider acquires part of a failed LEC’s signalling network. In this case, activities in T1S1.3 once concluded, would provide the necessary guidelines.

(C) Scenario 3 – Service termination

In the case where the CCS7 network of a failed LEC has ceased to operate, the administrator of the CCS7 network is to relinquish the codes in 60 days as per T1.111.8.  

As well, as per T1.111.8, the network code administrator, (i.e.Telcordia), upon determining that a network code is no longer in operation, should verify it by attempting to contact the network entity.  If no response were received within 60 days, the code(s) would be re-claimed.  

Conclusion:

Therefore, in order to facilitate orderly administration of network codes, it would be essential for the Receiver of the failed LEC to notify the network code administrator, as one of the winding-down activities to be performed by the failed LEC and/or the receiver.  

However, the basic question remains: what would happen should the failed LEC and/or receiver not be able to provide the notification?  In this instance, it is reasonable to expect that one or more of its interconnecting carriers would be aware of the “lights-out” condition and would initiate the normal inter-carrier repair and investigation activities on the failed CCS7 links.  These activities would lead to consulting the CCS7 point codes and routing assignments.  As such, the network code administrator would be made aware of the abnormal situation and begins its investigation.  The process described above under T1.111.8 would then be followed. 

Summary

Based upon the above discussion, for scenario 1) and 3), there appears to be adequate processes, either existing or currently under discussion in the North American industry, to deal with the scenarios noted above. 

With respect to scenario 2, T1S1.3 has invited contributions to future meetings discussing the impacts of cluster sharing where there are routing changes. Until this discussion has concluded, it is suggested that the CISC refrain from making any final decisions on the handling of CCS7 network codes that may be shared across several service providers as a consequence of a LEC failure.

3. How would the failed LEC information in the LERG databases be removed? What should the process be?

It was noted that as customers migrate from a failed LEC, they may take their telephone numbers with them. As result, the NXX of the failed LEC would likely be transferred to another LEC, possibly the one that possesses the largest number of telephone numbers in that NXX. Vacant NXXs will be returned to the Numbering Administrator’s NXX pool. With all the NXXs removed, the corresponding homing arrangements will cease to point to the failed LEC’s switches. The end result is that the failed LEC will be isolated from other carrier's networks. 

Conclusion:

It was noted it is Telecordia’s responsiblity to remove the failed LEC's data from its database in conjunction with the Receiver of the failed LEC.

4. Disconnected TNs:  “snap-back” to original LEC

At present, the NPAC SMS cannot perform a mass update of Service Provider Identification (SPID) information.  Therefore, when ownership of an NXX opened for portability is transferred from one SP to another, there is a problem with any ported numbers within that NXX.  The problem is that these numbers remain associated with the identity of the defunct LEC.

The NPAC’s “snap back to original” feature is an administrative tool for CO code administrators.  It can also be considered a clean-up facility in that it automatically reduces the number of ported number records in the NPAC.  Unfortunately, in the current context, if the aforementioned numbers are disconnected by the current SP, they will “span back” to a non-existent entity and become stranded.

The NPAC Operations (NPAC OPS) Team has developed a manual procedure to update the NPAC records when ownership of an NXX changes.  The steps are:

a)
Identify all ported numbers in the NXX and the SPIDs to which they have been ported.

b)
Delete all associated ported numbers and pending ports.

c)
Delete the NPA NXX from the NPAC.

d)
Re-create the NPA NXX with the new SPID.

e)
Re-create all of the ports using the new SPID information.

f) 
Reactivate the ports.

Depending on the volume of ported numbers in the NXX and the number of SPs associated with these ported numbers, the manual activity and the complexity of coordination associated with this change could be enormous.  Moreover, the procedure is not transparent to the affected subscribers.

It was also noted that this issue is being pursued in the BPWG & CSCN. parties are in agreement that the NTWG only needs to monitor the progress of activities in other WGs and NPAC OPS and provide input as required. 

Note: We need to discuss whether the NTWG needs to actively involve as the “industry technical prime” for NPAC related issues.

5. Removal of Network Entities and Data

Discussion & Conclusion:

Each interconnecting LEC with the failed LEC should be responsible to determine when it would remove “failed data” such as trunk translation and service data from its network. Generally, translation can be removed when the trunks are turned down and removed from service. Removal of interconnecting trunk will depend on whether there are still customers served by the failed LEC's switches. This must be done in consultation with the failed LEC's personnel.

With respect to other types of  “stale” information such as that in the CRTC Web site, some parties noted that its is really the Commission staff's responsibility to keep the Web site up to date so the general public can have access to the latest and up to date information. 

6. Security and Privacy Considerations

Normally, a LEC has, in its possession, customer specific information (e.g. credit and billing information, agreements). Many of these are stored in electronic media such as hard discs, databases and electronic files. Great care must be exercised in disposing such information in a LEC failure situation. For example, the failed LEC’s equipment such as servers and PCs could be auctioned off, and sensitive data such as credit information and customer specific information may not have been completely removed.  There is a need to understand how to deal these security issues. 

Conclusion:

The responsibility of security and privacy protection should rest with the failed LEC’s Receiver.

Summary

This paper documents the NTWG analysis on the issues raised in the in the Commission staff report on <subject> presented to the CISC Steering committee meeting on <date>.  The information contained in this document should be used as input when the appropriate parties formulate LEC business failure guidelines and processes. 
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