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Introduction

ank of Canada staff undertake research
designed to improve overall knowledge
and understanding of the Canadian and
international financial systems. This work

is often pursued from a broad system-wide perspective
that emphasizes linkages across the different parts
of the financial system (institutions, markets, and
clearing and settlement systems), linkages between
the Canadian financial system and the rest of the
economy, and linkages to the international environ-
ment, including the international financial system.
This section summarizes some of the Bank’s recent
work.

In the article, “The Impact of Unanticipated De-
faults in Canada’s Large Value Transfer System,”
Darcey McVanel examines how robust individ-
ual participants in Canada’s Large Value Trans-
fer System (LVTS) are to defaults by other
participants in the system. The LVTS is designed
to meet international risk-proofing standards at
a minimum cost to participants in terms of col-
lateral requirements. It does so, partly through
collateralized risk-sharing arrangements, where-
by participants may incur losses if another par-
ticipant defaults. The LVTS is designed to be
robust to default. Its rules, however, do not
mean that individual participants are robust to
default. The author studies participants’ robust-
ness to default by simulating unanticipated de-
faults, calculating the loss allocations that other
participants would have to bear, and comparing
these loss allocations with participants’ collater-
al in the LVTS and with their capital positions.
She finds that all participants are able to with-
stand the loss allocations that result from the
largest defaults that she can simulate using
actual LVTS data.

Many countries prohibit large shareholdings in
their domestic banks. In “Ownership Concen-
tration and Competition in Banking Markets,”
Alexandra Lai and Raphael Solomon ask wheth-
er such prohibitions hinder competition. The

B authors study a loans market with two banks.
Managers choose loan levels and appropriate
part of the cash flow; either a controlling share-
holder or the manager chooses the bank’s debt.
The holders of large blocks of shares (block-
holders) are more likely to win control. The
authors show that banks with controlling block-
holders would issue more debt, since the block-
holder “disciplines” the manager by reducing
free cash flow. More debt leads the manager to
issue more loans, thus providing a more com-
petitive market. Since controlling blockholders
result in increased competition, shareholding
restrictions inhibit competition. The authors ig-
nore possible self-dealing by blockholders, but
note that good governance and banking super-
vision can address self-dealing. The authors
conclude that prohibitions on concentrated
ownership merit further study.

Central bankers have a long-standing interest in
how financial assets move together over time
and, in particular, during times of market stress.
To understand this, central bankers need a mod-
el of the time-varying covariance matrix of asset
returns. In “Using High-Frequency Data to
Model Volatility Dynamics,” Gregory H. Bauer
presents a new model of the covariance matrix
that he developed with Keith Vorkink of MIT.
The model has several advantages over existing
methods. High-frequency data are used to con-
struct daily estimates of the volatilities of, and
correlations between, stocks with different mar-
ket capitalizations. A new mathematical tech-
nique is then used to model the evolution of
this matrix over time. The authors show that
this evolution can be explained by a small num-
ber of variables. In the future, they hope to use
the model to understand the dynamics of inter-
national assets.
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The Impact of Unanticipated Defaults in
Canada’s Large Value Transfer System
Darcey McVanel*

anada’s Large Value Transfer System
(LVTS) is designed to meet international
risk-proofing standards at a minimum
cost to participants in terms of collateral

requirements.1 It does so partly through collat-
eralized risk-sharing arrangements whereby
participants may incur losses if another partici-
pant defaults, but the system itself is robust to
default. The LVTS is designed so that participants
pledge sufficient collateral to cover at least the
largest possible payment obligation to the system.
This does not mean, however, that individual
participants are robust to default. Participants are
responsible for managing their own risks to pro-
tect themselves from potential losses stemming
from the default of another participant.2 In the
paper summarized here, the ability of partici-
pants to withstand such defaults is assessed by
simulating unanticipated defaults in the LVTS.
(In reality, there have not been any defaults in
the LVTS.)

Key Features

The LVTS forms the core of the Canadian pay-
ments system. It substantially reduces systemic
risk and allows Canada to meet the best interna-
tional practices for handling large-value payments
by applying the following risk-control elements:

• The net amount that each participant is per-
mitted to owe is subject to bilateral and
multilateral limits. Individual payments are
subject to risk controls to ensure that they
do not exceed these limits.

• At the beginning of each business day, par-
ticipants pledge collateral to the Bank of

1. For a full description of the LVTS, see Dingle (1998).
2. A participant is in default if it cannot meet its end-of-

day net debit position.
* This article summarizes a recently published Bank of

Canada working paper (McVanel 2005).

C Canada with a value sufficient to cover the
largest permitted net debit position from a
single participant. This will provide the
liquidity required to settle the system should
one of the participants default.

• The Bank of Canada guarantees settlement
in the extremely unlikely event that more
than one participant defaults on a single day
and that the sum of the exposures exceeds
participants’ pre-pledged collateral.

These elements provide participants with cer-
tainty of settlement for those payments that
pass the risk-control tests.

Participants can send their payments through
one of two payment streams. In the first stream,
participants pledge their own collateral to cover
their obligations. This stream is referred to as
“defaulter pays,” since, in the case of a default,
the defaulter’s own collateral is used to generate
liquidity to settle the system. The second stream
is termed “survivors pay,” since, in the case of a
default, the non-defaulting participants share
the costs of settling the defaulter’s obligations.
While participants in this stream clearly bear
risks related to the exposures of other partici-
pants, this stream has much lower collateral
costs than the first.

In the survivors-pay stream, participants deter-
mine the limits of the exposure they are willing
to assume vis-à-vis other participants and ex-
tend lines of credit accordingly. Each participant
must then pledge collateral to cover a standard
percentage (currently set at 24 per cent) of the
largest bilateral credit limit (BCL) it has extended
to any other participant. This is the maximum
amount that the participant will have to con-
tribute if one or more participants to which it
has granted a BCL defaults. On the reciprocal
side, each participant can incur a net bilateral po-
sition equal to the BCL that has been estab-
lished for it by the grantor and a net multilateral
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position equal to a fixed percentage of the sum
of the credit lines granted to it. (See Box 1 for an
example.)3

Participants who end the day with an overall net
debit position must find either the funds or
the collateral to settle their position; otherwise,
the participant is in default.4 Since participants
in the survivors-pay stream can incur a net debit
position that exceeds their collateral, default is
possible in the LVTS.

If a participant defaults, its own collateral will
first be used to absorb its losses. Other partici-
pants will then share in the remaining losses in
proportion to the size of the BCLs they have
granted to the defaulter. Participants have con-
trol over the size of the BCLs that they grant to
the defaulter. They also have the incentive to set
them small enough to be able, from a solvency
perspective, to withstand the losses incurred in
the event of another participant’s default. In this
study, maximum-impact defaults are generated
based on actual LVTS data in order to test
whether participants are indeed setting BCLs at
a level sufficient to withstand their losses.

Methodology and Data

The study period spans the 170 business days
from 1 March to 29 October 2004. The average
daily volume and value of payments over this
period were 17,063 and $130.2 billion, respec-
tively. Data on participant transactions, collat-
eral, and bilateral credit limits are used to
determine participants’ maximum positions,
shortfalls, and loss allocations.5 Participants’
Tier 1 capital is used to determine whether they
can withstand their losses.6

If a participant is closed by its regulator during
the LVTS day, it will immediately become ineli-
gible for further participation in the system. Our
defaults are generated by assuming that each

3. For a more detailed discussion of credit limits in the
LVTS, see McPhail and Senger (2002, 46).

4. Participants can use both the collateral supporting
their defaulter-pays obligations, as well as their survi-
vors-pay collateral.

5. We thank the Canadian Payments Association for
providing these data.

6. Data for federally regulated financial institutions are
obtained from the website of the Office of the Super-
intendent of Financial Institutions, and data for all
others from the websites of the institutions them-
selves.

Box 1

Example of Credit Limits

Participant A grants a BCL of 10 to partici-
pant B and one of 20 to participant C.

A must therefore pledge collateral of 0.24 (20).

B and C grant BCLs to A equivalent to the
BCL granted to them by A.

A can incur a net debit position of:

• up to 10 with B
• up to 20 with C
• overall (B+C) up to 0.24 (10+20) = 7

(Note that, since there are 15 participants in
the LVTS, the multilateral constraint is less
restrictive than this example would suggest.)
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participant is closed by its regulator and is,
therefore, ineligible to participate after the
point when it reaches its maximum net debit
position. Participants’ maximum negative posi-
tions are found by simulating actual LVTS activity
over our time period, using the Bank of Finland
Payment and Settlement Simulator.7 In each
case, this position is compared with the partici-
pant’s collateral to determine whether survivors
would incur losses. Survivors’ losses are then
calculated according to LVTS Rules, with survi-
vors sharing in the losses in proportion to the
size of the bilateral credit limit that they granted
to the defaulter.8 Survivors’ losses are compared
with participants’ Tier 1 capital holdings, and
participants are deemed able to withstand their
loss if their Tier 1 capital after the loss exceeds
the level required by their regulator.

Results

A participant is said to have incurred a shortfall
in each case where it is closed with a net debit
position that exceeds the value of its collateral.
Shortfalls occur in almost half of all cases. The
size of the average shortfall is relatively small,
about 20 per cent of the maximum allowed
(based on BCLs granted), and on each partici-
pant’s worst day, shortfalls are, on average,
about 80 per cent of the maximum possible.

Chart 1 illustrates the size distribution of survi-
vors’ loss allocations, which are generally very
small. Large participants bear nominal losses
that are approximately four times larger than
those of small participants, implying that the
largest losses are borne by those participants
most able to bear them. Loss allocations as a
proportion of Tier 1 capital are very small—just
0.35 per cent, on average. But small participants
absorb the largest loss allocations as a propor-
tion of Tier 1 capital, especially on the worst
days, meaning that small participants take on
relatively more risk. In the worst case, losses can
be as high as one-third of capital. Even here,
however, the participant’s capital remains high-
er than that required by its supervisor. There-
fore, even the most significant loss would not
cause any participant to fail.

7. We thank the Bank of Finland for providing the Bank
of Finland Payment and Settlement Simulator for our
use.

8. See McVanel (2005) for the exact formula.

Chart 1 Size Distribution of Participants’
Losses
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To summarize, LVTS participants are in general
easily able to withstand losses resulting from
the default of another participant. Furthermore,
the losses found in this study are probably larg-
er than would be seen if a participant were actu-
ally to default. First, the largest possible
shortfalls were created, based on the data, to
maximize survivors’ losses. Second, the default
was assumed to be unanticipated. This prevents
participants from reducing or eliminating BCLs
to the defaulter to avoid sharing losses. Finally,
it was assumed that survivors do not recover any
of their losses.
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Ownership Concentration and
Competition in Banking Markets
Alexandra Lai and Raphael Solomon*

o restrictions on the ownership struc-
ture of banks limit competition? This
question is relevant to more than 50
countries, including Canada, that either

prohibit individuals and corporations from
holding more than a given fraction of a bank’s
shares or require that large shareholders be re-
viewed by the government or by the central bank.1

While there are good prudential or governance
rationales behind rules requiring dispersed
shareholdings, these rules have their own draw-
backs. For example, they may reduce access to
cheaper capital and increase operating costs.
This article focuses on the operational problems
associated with shareholding restrictions. These
problems arise in situations of potential conflict
of interest between the different stakeholders of
a firm. In this study, we model the conflict of in-
terest that arises between bank shareholders
and bank management, and ask whether restric-
tions on the ownership structure of banks can
restrict competition. Since our work is not cali-
brated to the data of any particular country, and
since we model only one potential cost to share-
holding rules without modelling their benefits,
we cannot directly evaluate any particular coun-
try’s shareholding rule. We do, however, shed
light on a potential cost of shareholding rules
that might prove substantial for countries with
less than perfectly competitive banking sectors.

There is a substantial literature on ownership
concentration. While most empirical work in
this area has examined non-bank firms, Caprio,
Laeven, and Levine (2004) provide empirical
evidence of a positive relationship between
ownership concentration and value for a sample
of 244 publicly traded banks across 44 countries.

1. In Canada, neither individuals nor corporations may
hold more than 20 per cent of the voting stock of
banks with assets greater than $5 billion.

* This article summarizes Lai and Solomon (2006).

D There is some evidence of a positive relationship
between control by blockholders (the owners of
large blocks of shares) and firm performance in
the United States. Barclay and Holderness (1989)
and subsequent studies confirm that large blocks
of shares trade at a premium, evidence of net
private benefits from large block ownership.
There is also some evidence that block forma-
tion and block trades are associated with excess
stock price increases, suggesting shared benefits
from such control (Mikkelson and Regassa
1991; Barclay and Holderness 1991, 1992).
Hence, private benefits need not reduce the
wealth of minority shareholders. Indeed, Hold-
erness and Sheehan (1998) present evidence
from the United States that large blockholders
are constrained from expropriating cash flows
and from other actions inimical to the interests
of minority shareholders. Barclay and Holder-
ness (1991) further find that this increase in
firm value is limited if the blockholder does not
exercise control (which they define to be actions
such as changing the composition of the board
or replacing the management).

All of the above studies deal with blocks held by
external investors and not with managerial (in-
side) shareholdings. Morck, Shleifer, and Vish-
ny (1988) find that firm value initially increases
with small amounts of managerial ownership,
decreases with managerial ownership for an in-
termediate range of shareholdings, and then in-
creases again for very large managerial share-
holdings. McConnell and Servaes (1990), on
the other hand, find that firm value increases
with managerial ownership up to 40 to 50 per
cent and decreases thereafter.

Key Model Features

To formalize the operational problems associat-
ed with shareholding restrictions, we set up a
game-theoretic model of two competing banks,
in which bank managers choose the level of
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loan activity (quantities) and appropriate a frac-
tion of the bank’s residual cash flow for them-
selves (for example, in the consumption of
benefits or perks). But either the bank manager
or the controlling blockholder can choose the
level of the bank’s risky borrowing and, thus,
the bank’s capital structure.2 To obtain control,
the holder of a block of shares must engage in
costly monitoring. Monitoring does not guaran-
tee control, but it gives the blockholder the pos-
sibility of control. The more shares the block-
holder owns, the more likely it is to win control.
If there is no blockholder, or if the blockholder
fails to obtain control, then the manager choos-
es the bank’s capital structure. The timing of the
game is as follows. First, the two potential
blockholders simultaneously decide whether to
acquire a controlling share of the bank and
whether to monitor management. Next, either
the manager or the controlling blockholder
chooses the capital structure of their bank. The
proceeds of any debt sold are distributed to
equity holders, rather than being used to fi-
nance operations. Finally, the managers of the
two banks compete in the market for loans, re-
pay debt holders, and appropriate residual cash
flow.

Results

There are three possible outcomes for the bank-
ing industry: (i) both banks are controlled by a
blockholder, (ii) both banks are controlled by a
manager, or (iii) one bank is controlled by a
blockholder and the other by the manager. We
find that controlling managers always issue less
debt than controlling blockholders. As a result
of their debt choices, banks controlled by manag-
ers extend fewer loans than those controlled by
blockholders. Competition for loans is thus fierc-
est in an industry where both banks are con-
trolled by blockholders and tamest in an industry
where both banks are controlled by managers.

From a blockholder’s perspective, issuing debt
has two consequences. First, it “disciplines” a
manager by reducing the amount of free cash
flow from which the manager can appropriate.
Second, it creates a strategic effect in the loans
market vis-à-vis the other bank, as demonstrated

2. We do not consider other regulatory constraints, such
as minimum capital requirements, that banks face
when making portfolio decisions.

by Brander and Lewis (1986). Specifically, hold-
ing fixed the amount of debt at the rival bank, a
unilateral increase in one bank’s debt induces
that bank to extend more loans while inducing
the other bank to extend fewer loans.3

Why would a manager whose bank has already
increased the riskiness of its balance sheet by is-
suing debt become even more aggressive and ex-
pand the bank’s loan portfolio? The key is that
the bank has limited liability. In the presence of
debt, extremely negative shocks give the bank a
return of zero, while beneficial shocks give the
bank a positive return, which actually increases
as more loans are issued. Thus, the issuance of
debt by one bank causes that bank’s manager to
compete more aggressively in the loans market
relative to a market where neither bank issues
debt. This raises the market share and profits of
the indebted bank at the expense of the rival bank,
since the issuance of debt makes the industry
less profitable overall.

In a symmetric (Nash) equilibrium, where both
banks issue debt, each bank’s lending operations
are less profitable than they would be were the
two banks to function as a single (merged) enti-
ty. However, an increase in debt at both banks
may increase the value of both banks. The com-
mitment to repay debt implicitly transfers re-
sources from the manager to the shareholders.
Free cash flow has two uses: repayment of the
debt and appropriation for the manager’s private
benefit. Larger debt repayments necessarily en-
tail less appropriation, thus increasing the value
of the bank. Moreover, the banking industry is
more competitive than it would be if less debt
were issued, and consumer welfare also increas-
es as more debt is issued. Since managers issue
less debt than blockholders, the presence of
controlling blockholdings increases the value of
banks, as well as competition in the loans market.

We find that a minimum size of shareholding is
necessary to induce a blockholder to monitor.
This is because the probability of winning control
and, hence, the expected benefits of control, in-
crease with the size of the block held, while the
cost of monitoring is fixed. We also find that this
minimum holding is larger for the blockholder
facing a rival bank with its own blockholder

3. This is a simple result of downward-sloping reaction
functions arising from the Cournot game.
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than it is for the blockholder facing a rival bank
with dispersed ownership.4

We distinguish three classes of bank sharehold-
ing rules that restrict ownership concentration
to a designated level: (i) non-restrictive—the
maximum shareholding is such that a block-
holder would monitor management even if the
rival bank also had a blockholder, (ii) moder-
ately restrictive—the maximum shareholding is
such that a blockholder would monitor man-
agement if the rival bank did not have a block-
holder but would not monitor if the rival bank
had a blockholder, and (iii) highly restrictive—
the maximum shareholding is such that a block-
holder would never monitor management, re-
gardless of the ownership structure of the rival
bank.

When shareholding rules are non-restrictive,
blockholders that subsequently monitor man-
agement form at both banks. When sharehold-
ing rules are moderately restrictive, block-
holders form at both banks, but neither moni-
tors management; hence, industry outcomes
are the same as if both banks were widely held.
Finally, when shareholding rules are highly re-
strictive, investors are dissuaded from acquiring
blockholdings, and both banks have dispersed
ownership.

Implications

Our analysis suggests that legal restrictions on
the concentration of ownership can affect the
value of bank shares, as well as competition in
the loans market. Shareholding restrictions af-
fect banking competition through the capital
structure of the bank. Our model does not,
however, consider regulatory capital require-
ments that may affect the decisions of either
blockholders or managers regarding capital
structure. Marginally relaxing the shareholding
restriction will affect competition only in cases
where the restriction has not prevented block-
holding and monitoring from occurring. If
ownership restrictions are severe enough to pre-
vent blockholding or monitoring (even if block-
holdings form), then a marginal increase in the
maximum shareholding will, generally, not af-
fect bank value or competition in the loans mar-
ket. For a relaxation of restrictions on bank

4. This is the case for almost all of the parameterizations
in our numerical examples.

shareholding to be beneficial, the increase in
maximum shareholding may need to be sub-
stantial.

Our model also abstracts from other conflicts of
interest between equity holders and debt hold-
ers (risk shifting) and between blockholders
and minority shareholders (self-dealing). While
the problem of risk shifting is particularly rele-
vant to highly leveraged institutions, such as
banks, capital requirements and positive fran-
chise values mitigate the problem. Moreover,
risk shifting is associated with leverage and not
with ownership concentration.

Restrictions on bank shareholding date back to
the 1960s in some countries. There have since
been two important developments. First, corpo-
rate governance in the general corporate sector
and in the banking sector improved signifi-
cantly in the 1980s and 1990s. This included
changes such as an increased emphasis on out-
side directors, new rules for electing boards, and
more internal oversight. Second, since the im-
plementation of Basel I in 1992, the supervision
of banks has increased, particularly that of large,
multinational banks. Taken together, these
changes vastly reduce the scope for self-dealing
by the holders of large blocks of shares. The pre-
vention of self-dealing as a justification for lim-
ited concentration, while fairly valid in the
1960s, is, therefore, less important today in
most industrialized countries. We believe that it
is relevant to consider the potential costs of this
regulation, and we have modelled one such
cost.

In almost all of our simulations, a rule restrict-
ing ownership concentration to no more than
20 per cent leads to two outcomes.5 In the first,
blockholders never exist; in the second, block-
holders exist but do not monitor and never gain
control. Since we do not calibrate the model
(this would require good estimates of the de-
mand for loans, agency costs, and monitoring
costs), it is difficult to say whether restricting
ownership to 20 per cent is excessive. But our re-
sults indicate that restrictions on bank share-
holding can discourage monitoring, thus
reducing competitiveness in the loans market.

5. The median and modal restriction among countries
in the World Bank database (Barth, Caprio, and
Levine 2001) is 20 per cent.
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Using High-Frequency Data to Model
Volatility Dynamics
Gregory H. Bauer*

he covariance matrix of asset returns is
important for a wide range of individu-
als.1 Academics use estimates of the co-
variance matrix to test asset-pricing

theories. Portfolio managers use the covariance
matrix in designing tracking strategies where the
return on their portfolio is designed to closely
follow the return on a benchmark portfolio.
Risk managers use the matrix to construct mea-
sures such as “value at risk.” Corporate manag-
ers require accurate measures of covariances for
hedging strategies.

Central bankers also have a profound interest in
this concept. An assessment of financial market
stability and contagion depends on measuring
the time-varying variances and covariances that
make up the matrix. For example, research has
shown that there is an “excess” comovement of
international equity markets during market
downturns (e.g., Connolly and Wang 2003;
Ribeiro and Veronesi 2002). Whether this is a
rational response to current economic condi-
tions or the result of irrational “contagion” re-
mains an open question.

It is a key stylized fact in empirical finance that
the variances and covariances of asset returns
fluctuate over time.2 Central bankers and oth-
ers, therefore, require a model of a time-varying
or “conditional” covariance matrix.3 Several

1. A covariance measures how the price of one asset
moves over time in relation to the price of another.
A covariance matrix is a mathematical concept that
measures how several asset prices move together over
time. It is composed of the variances of the individ-
ual assets and the covariances between them.

2. For a comprehensive survey of the literature on vola-
tility modelling and forecasting, see Andersen et al.
(2005).

3. “Conditional” refers to market participants using cur-
rent information to make optimal forecasts.

* This summary is based on Bauer and Vorkink (2006).

T distinct methods for estimating a conditional
covariance matrix have evolved in the literature,
but since an asset’s true volatility cannot be ob-
served, researchers must treat the elements of
the covariance matrix as non-observed or “latent”
processes. This greatly complicates the modelling
of the covariance matrix. If the actual matrix could
be observed, the causes of time-varying market
volatilities and correlations could be measured
more accurately.

Realized Volatility

The concept of “realized volatility” has recently
been developed to provide more precise estimates
of the volatility of a single asset or index. Assets
such as stocks and bonds trade second by second
throughout the day. These high-frequency data
can be recorded and aggregated to yield a rela-
tively precise estimate of the daily volatility of
the asset. The resulting realized volatility is not
latent, but observed, which results in more ac-
curate forecasts.4 While most papers have fo-
cused on estimates of the volatility of a single
asset, it would be interesting to see whether a
better estimator of the entire conditional cova-
riance matrix could be created in this way.

In “Multivariate Realized Stock Market Volatili-
ty,” Gregory Bauer (Bank of Canada) and Keith
Vorkink (MIT) introduce a new model of the
conditional covariance matrix. High-frequency
data for a number of stocks are recorded during

4. Andersen and Bollerslev (1998) introduced the idea
of using high-frequency data to construct estimates of
the daily realized volatility of a single asset. Andersen
et al. (2003) formalized the definition, which was
applied to equity markets in Andersen, Bollerslev,
Diebold, and Ebens (2001) and exchange rates in
Andersen, Bollerslev, Diebold, and Labys (2001).
Constructing realized volatilities requires care
because of the institutional trading features present
in high-frequency data.
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the day. Once aggregated, the data can be com-
bined to construct estimates of the daily condi-
tional covariance matrix. By using this approach,
the variances and covariances of a number of as-
sets can be treated as being observed. As a result,
more accurate estimates of the factors driving
the conditional covariance matrix can be found.

Bauer and Vorkink apply their new approach to
the cross-section of size-sorted U.S. stock port-
folios. While earlier papers have examined as-
set-price volatility in the cross-section of small
and large firms,5 they used existing models of
latent volatility to capture the variation in the
covariances. In contrast, Bauer and Vorkink use
high-frequency data to construct daily measures
of the realized covariance matrix of small and
large firm return indexes over the 1988 to 2002
period. Their measures of volatility are more
precise than those in previous work and allow
for a more detailed examination of the causes of
conditional covariances.

Once the matrix of realized variances and cova-
riances has been constructed, a new factor mod-
el is used to capture its dynamics.6 The factors
are functions of past volatilities and other vari-
ables that can help forecast future volatility. A
number of possible sets of variables from the ac-
ademic finance literature are then examined to
see how well they forecast the covariance ma-
trix. The authors note that while researchers
have examined different variables for their abil-
ity to forecast stock market returns, there is
much less evidence that the variables forecast
stock market volatility.7

Results

Bauer and Vorkink evaluate their model of the
daily conditional covariance matrix in two
ways. First, they use a set of standard statistical
tests and find that, in general, the factor model
performs well in describing how the volatility

5. See Conrad, Gultekin, and Kaul (1991); Kroner and
Ng (1998); Chan, Karceski, and Lakonishok (1999);
and Moskowitz (2003).

6. In the factor model, the variances and covariances of
a large number of assets are explained by a small
number of variables.

7. For example, there is evidence that a stock market’s
dividend yield (the dividend-to-price ratio of the
index) may help predict the average return on the
index, but whether it predicts the volatility of returns
(from holding the index) is unknown.

matrix changes each day. Surprisingly, however,
there does not appear to be a lot of difference
between the alternative forecasting variables
used to construct the factors: one set of variables
appears to forecast the covariance matrix just as
well as another set. This is because a single dom-
inant factor drives the volatilities of all of the
different-sized stocks: if the overall market is
volatile, then the prices of all stocks on that day
are volatile. As long as the forecasting variables
are able to capture the dynamics of aggregate
market volatility, they will also capture the dy-
namics of the size-sorted stocks.

The second and more informative method of
evaluating the model is to see how well it con-
structs optimal stock market portfolios. In par-
ticular, the authors examine how the model can
be used to construct a daily “tracking-error”
portfolio.8 The covariance matrix of the size-
sorted stocks is modelled, and the indexes are
used to track the portfolio of “value” stocks (i.e.,
those with high book-to-market ratios). Includ-
ing variables that forecast stock returns (such as
dividend yields) along with lagged volatility fac-
tors is found to produce portfolios with superi-
or tracking performance. In other words,
variables that forecast returns also forecast risks
(i.e., volatility) in the market.

The authors hope to use this method to explore
the time-varying relationship among other asset
markets and to determine how well alternative
variables are able to forecast large movements
in market prices. The model can also be used to
examine the covariances among international
assets with a view to better understanding the
transmission of shocks from one country to an-
other, especially during times of market stress.

8. A tracking-error portfolio is one in which the portfo-
lio manager uses a small set of assets to “track” or
closely follow the performance of the target portfolio.
The idea is to minimize the difference between the
returns on the tracking and target portfolios. For
example, fund managers may combine a number of
stocks and derivative products to match the perfor-
mance of a broad equity market index, such as the
TSX composite index. The manager may thus trade in
only a few assets to follow the returns on many
stocks, which would greatly reduce transactions costs.
Because the tracking-error portfolio test is based on
the difference between the volatilities on the tracking
and target portfolios, it is less influenced by moves in
aggregate market volatility that affect both portfolios.
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