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Abstract

This paper evaluates the ability of the New Keynesian Phillips curve
to capture important features of aggregate Canadian consumer price
in�ation. In contrast to the earlier New Keynesian Phillips curve lit-
erature we modify three assumptions. First, we relax the assumption
of a constant and credible historical in�ation target. Second, we re-
place the usual proxy for marginal cost, labour�s share of income, with
an open-economy de�nition that allows for non-Cobb-Douglas produc-
tion, adjustment costs to labour, and an explicit role for imported
intermediate goods. Finally, in contrast to the standard assumption
of a rental market for capital, we follow Sbordone (2002) and assume
that capital is �rm speci�c. The model is estimated using a version
of the simulated method of moments. Overall, we �nd that the �rst
two modi�cations to the standard set-up lead to a better �t of the
data while the third change yields a more reasonable average duration
between price reoptimizations. The model, however, continues to re-
quire the presence of lagged in�ation to match the persistence found
in aggregate Canadian in�ation data.
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1 Introduction and Summary

Understanding the economic forces that drive in�ation dynamics is impor-
tant for a monetary authority, especially for those practicing in�ation tar-
geting. The recent economics literature has used versions of the so-called
New-Keynesian Phillips curve in an e¤ort to improve our understanding of
in�ation dynamics. The canonical New Keynesian Phillips curve (NKPC)
links current in�ation to real marginal cost and the expectation of future
in�ation, and arises from the Calvo model of staggered price-setting behav-
iour under certain assumptions (see Yun (1996) and Woodford (1996)). The
main advantage of the NKPC approach over more traditional reduced-form
approaches is that the former has a theoretical foundation and, therefore,
a clear structural interpretation. While the ability of the canonical NKPC
to deliver a structural interpretation of in�ation dynamics is important, its
empirical support has been weak (for an example based on Canadian data
see Guay, Luger and Zhu (2002)). Countless variations of the New Keyne-
sian Phillips curve have been proposed in an e¤ort to improve its congruence
with the data. The most notable variations are, perhaps, the ones proposed
by Gali and Gertler (1999) and Christiano et al. (2005) which e¤ectively
add lagged in�ation to create a "hybrid NKPC". Gali and Gertler motivate
the lagged in�ation term by the presence of �rms that use rule-of-thumb
pricing strategies whereas Christiano et al. appeal to dynamic price index-
ation. Notwithstanding the way lagged in�ation is introduced into these
models, the main aim of the lagged dependent variable is to address previ-
ously noted empirical shortcomings of the canonical NKPC. The empirical
evidence based on Canadian data, however, has been mixed. Khan and
Gagnon (2005), for instance, �nd evidence in favour of the hybrid NKPC
whereas Nason and Smith (2004) statistically reject the model.

In this paper, we take another look at the ability of the NKPC with par-
tial dynamic price indexation to capture key features of Canadian in�ation
data. Our study, however, di¤ers from previous research along three impor-
tant dimensions. In particular, we relax three assumptions often made in
the NKPC literature, viz., (i) constant (and observable and credible) in�a-
tion target; (ii) labour�s share of income as a measure of marginal cost; and
(iii) rental market for capital. We believe the empirical performance of the
NKPC is an especially important question since the behaviour of in�ation
dynamics has important implications for monetary policy, and in particular
for how central banks should react to real events while maintaining its in�a-
tion target. For instance, the degree to which in�ation is a predetermined
variable is critical to the question of how forward looking monetary policy
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should be (see Batini and Nelson (2001)).
A natural question that arises from this exercise is why we choose these

three particular assumptions and not others. It is certainly possible that
other assumptions are even more important to our understanding of in-
�ation dynamics within the NKPC framework, but we focus on the three
aforementioned assumptions since there is strong empirical evidence against
these restrictions and, we are able to readily address them in a reasonable
manner. First, as already mentioned, an important maintained assumption
of previous empirical NKPC studies is that the monetary policy regime has
been constant over the sample period of estimation. We relax the assump-
tion of a constant historical in�ation target since empirical evidence suggests
it is an unrealistic assumption, at least for the Bank of Canada.

Second, we replace the usual proxy for marginal cost, labour�s share of
income, with an open-economy de�nition that allows for non-Cobb-Douglas
production, adjustment costs to labour, and an explicit role for imported
intermediate goods. There is much evidence to support our approach. Em-
pirical evidence reported in Gilchrist and Williams (2000) for the United
States, and Amano and Wirjanto (1997) for Canada suggests that capital
and labour are less substitutable than the Cobb-Douglas production func-
tion admits, suggesting a more general production function may be a more
appropriate description of short-run production. With respect to labour ad-
justment costs, there is an extensive literature documenting the presence of
statistically signi�cant costs of labour adjustment. Moreover, Krause and
Lubik (2003) �nd, in the context of a New Keynesian model with search
and matching frictions in the labour market, that labour share is not a good
proxy for real marginal cost. An explicit role for imported intermediate goods
may be motivated by real world observation that �nal Canadian goods have
a large imported input component. As well, McCallum and Nelson (2000)
�nd an important role for imported intermediate goods for the ability of a
small open economy model to replicate data-based impulse response func-
tions, and Batini, Jackson and Nickell (2005) detail the importance of import
prices for measuring marginal cost in a small open economy.

Third, we abstract from the standard assumption of a rental market
for capital and assume the presence of �rm-speci�c capital. In our work,
we treat the capital stock of each �rm as invariant to their relative price
(Sbordone (2002) and Gali, Gertler and Lopez-Salido (2001) also treat �rm-
speci�c capital in the same manner). While this assumption abstracts from
the in�uence of endogenous capital accumulation, Eichenbaum and Fisher
(2004) �nd only a small e¤ect on the degree of real rigidity when moving
from a speci�cation with empirically reasonable capital adjustment costs to
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one where the capital stock is exogenously given. Thus, the assumption
of relative price invariance does not appear to be of �rst-order importance
for the degree of strategic complementarity among the pricing decisions of
di¤erent �rms. This is an important point since the degree of strategic com-
plementarity in�uences the sensitivity of in�ation to �uctuations in marginal
cost.

Finally, our version of the NKPC is estimated using a simulated method
of moments estimator similar to that proposed by Smith (1993). This pro-
cedure compares the properties of the reduced-form VAR representation of
the structural model to an unconstrained VAR. One notable advantage of
these two estimation methods is that they allow us avoid identi�cation prob-
lems that often plague instrumental variables (that is, GMM) estimation of
NKPC models (see, for example, Nason and Smith (2004)).

The remainder of the paper is organized as follows. After presenting
the structure of the price-setting model in Section 2, we describe and use
two approaches for estimating time-varying in�ation targets in Section 3.
In Section 4 we review the estimation methodology and in Section 5 we
report the empirical results. In particular, we examine the implications of
the parameter estimates for the average duration between price reviews, or
what we will refer to as reoptimizations, as well as the sensitivity of in�ation
to movements in marginal cost. Also, we test the ability of our version of
the NKPC model to match important vector autocorrelations found in the
data and we compare its forecasting performance relative to two often used
in�ation forecasting models. In Section 6 we o¤er concluding remarks and
suggestions for future work.

2 A Small Open Economy Model

In this section we formulate a price-setting framework incorporating a non-
constant in�ation target, �rm-speci�c capital and a constant-elasticity of
substitution (CES) production technology that includes imported interme-
diate goods and labour adjustment costs. Within this framework, prices
are determined according to Calvo (1983) with partial dynamic price in-
dexation. Therefore, our framework includes two real rigidities: labour ad-
justment costs and �rm-speci�c capital. However, we focus principally on
the latter since it has important implications for the link between marginal
cost and in�ation, and the estimated average length of price contracts. One
potentially-key real rigidity that we do not include in the framework is non-
constant elasticity of demand (see Kimball (1995)). Eichenbaum and Fisher
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(2004) and Coenen and Levin (2004) have recently explored the importance
of a high degree of curvature in the �rm�s demand function for reducing
the sensitivity of prices to changes to �rms�marginal cost. In preliminary
work, we �nd that, like Coenen and Levin, the dampening of the response
of in�ation to �uctuations in marginal cost arising from �rm-speci�c capi-
tal is su¢ cient to induce our model to match important in�ation moments.
Thus, the absence of non-constant elasticity of demand in our price-setting
framework does not appear to be a gross omission.1

2.1 Final Goods Production

Final goods in our economy, Zt; are produced by a representative, perfectly
competitive �rm combining a continuum of intermediate �nished goods, Zit
i 2 [0; 1]; using the technology

Zt =

�Z 1

0
Z

��1
�

it di

� �
��1
; (1)

and charges the price, Pt; according to

Pt =

�Z 1

0
P 1��it di

� 1
1��
: (2)

Final goods can be thought of as either being consumed or invested in our
model economy. Thus, consumption and investment prices are the same and
equal to Pt: However, given that the focus of this paper is on the consumer
price index, Pt will correspond to the CPI excluding the eight most volatile
items2 (hereafter the CPIX) for all empirical work. Our choice of the CPIX
re�ects its role an the operational measure of underlying or trend in�ation
for the Bank of Canada when setting policy.

Pro�t maximization implies the following demand function by the ag-
gregator for the ith �rm�s output

Zit =

�
Pit
Pt

���t
Zt: (3)

1 In addition there is a lack of evidence about the degree of curvature in the �rm�s
demand function making calibration of this parameter extremely di¢ cult.

2The 8 items are; fruit, vegetables, gasoline, fuel oil, natural gas, mortgage interest,
inter-city transportation and tobacco products.
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2.2 Production Technology and Marginal Cost

We assume a continuum of monopolistically-competitive �rms, indexed by
i, i 2 [0; 1]; that each produce a di¤erentiated �nal good using a CES pro-
duction technology in labour, Lit; capital, Kit; and imported inputs, Mit

Zit =

�
�
1
�
1 (AtLit)

��1
� + �

1
�
2 (Kit)

��1
� + (1� �1 � �2)

1
� (Mit)

��1
�

� �
��1

�
i;t;

(4)

and charge a price, Pit; for their good that maximizes present and expected
future discounted pro�ts. At is labour augmenting technology. Imports
are included as a factor of production since approximately 20 per cent of
Canadian consumption goods are imported. The parameters �1 and �2 are
increasing functions of the shares of labour and capital in production, and
the elasticity of substitution among the three factors is assumed equal and
constant at �; � 6= 1. Empirical implementations of the NKPC have often
used labour�s share of output as a proxy for marginal cost (see, for exam-
ple, Gali and Gertler (1999) for US data and Gagnon and Khan (2005) for
Canadian data) when modelling the GDP de�ator. While labour share is a
convenient proxy for marginal cost, there is good reason to believe that it
understates �uctuations in true marginal cost. Studies using Canadian data
(see, for example, Amano and Wirjanto (1997)) place this elasticity between
0.3 to 0.6 suggesting a greater degree of complementarity between capital
and labour than admitted by the Cobb-Douglas production function. Thus,
in an e¤ort to capture such complementarity, we use a CES production
function to describe short-run Canadian production.

When purchasing labour and imports, �rms are assumed to take nominal
wage, Wt, and price of imports, Pmt; as given. However, we assume that
varying the level of employment is costly to the �rm, and the costs, governed
by the parameter �, take the form of lost labour productivity. Speci�cally,
we assume a quadratic penalty function in the growth rate of employment


i;t =
Zt�

2

�
Lit
Li;t�1

� 1
�2
; (5)

so in steady state 
 = 0: Pro�t maximization on the part of the �rm,
subject to equations (3, 4 and 5) imply the following �rst-order conditions
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for imported inputs and labour

0 =

�
(1� �1 � �2)Zi;t

Mi;t

� 1
�

� Pmt
�i;t

; (6)

0 =

8><>: �i;t

�
�1Zi;t
Li;t

� 1
�
A

��1
�
t � Zi;t�i;t�

Li;t�1

�
Li;t
Li;t�1

� 1
�

+Et
�i;t+1Zi;t+1�

(1+Ri;t)L2i;t
Li;t+1

�
Li;t+1
Li;t

� 1
�
�Wt

9>=>; : (7)

Expressed in terms of real marginal cost and labour�s share of output, si;t;
we have

�i;t
Pi;t

=

8><>: si;t

�
1
�
1

�
AtLi;t
Zi;t

���1
� � �

�
Li;t
Li;t�1

�
Li;t
Li;t�1

� 1
�
+ �t+1

�
Li;t+1
Li;t

� 1
��
9>=>; ;

where the denominator is the elasticity of current and future production
with respect to time-t labour and

�t+1 �
�i;t+1Li;t+1Zi;t+1
�i;tLi;tZi;t (1 +Rt)

:

Linearizing around a steady state characterized by Li;t = L and � = 1 (the
real interest rate equals the real growth rate of the economy) we obtain

b�i;t = ��bst � �

sL

�
�2EtbLi;t+1��+ �bzk;i;t + (1��) bpm;t; (8)

where bzk;t = bZi;t � bKt; and b�i;t captures the percentage deviation of real
marginal cost from its steady state and

� =
sL

sL + (1� �) (1� sL � sK)
;

� =
1� �
�

sK
sL + (1� �) (1� sL � sK)

:

where sL and sk are labour and capital share parameters, respectively. Now
consider a simple autoregressive model for computing Et�bLi;t+1

�bLt+1 = �1�bLt + �2�bLt�1 + ut;
which we estimate by ordinary least squares using Canadian employment
data from 1980 to 2004.3 Equation (8) can now be re-written in terms of

3The choice of two lags is based on the AIC criterion.
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variables observed at time t

b�i;t = ��bsi;t � (�1 � 1)�sL

�
�bLi;t + �2

�1 � 1
�bLi;t�1��+�bzk;i;t+(1��) bpm;t:

(9)

Having now derived a general expression for marginal cost, it is interesting
to note that if � = 1 and � = 0; we obtain b�i;t = bsi;t and with no imports
in production bsi;t corresponds to labour�s share of nominal GDP, the typical
proxy for real marginal cost.

2.3 New Keynesian Phillips Curve Equation

In this section, we describe a log-linearized in�ation equation based on Calvo
(1983) price setting augmented with �rm-speci�c capital and partial dy-
namic price indexation. The latter assumption implies a �rm that cannot
re-optimize its price follows the rule

Pit = Pi;t�1 (1 + �t�1)

 : (10)

A number of researchers have argued that this kind of modi�cation to the
canonical NKPC results in a more realistic speci�cation. Christiano et al.
(2005) and Giannoni and Woodford (2003) argue that a model with 
 =
1 improves its ability to reproduce key moments in the data. Smets and
Wouters (2003) treat 
 as a free parameter and, in contrast, conclude that
the best-�tting value of 
 is around 0.6. Smets and Wouters (2003) show
that the Calvo model with partial dynamic indexation, indexed by 
 with

 2 (0; 1); may be written as

b�t = 


1 + �

b�t�1 + �

1 + �

b�t+1 + �b�t; (11)

where b�t = �t � �Tt , �t = ln(Pt=Pt�1); Pt is the Canadian consumer price
index excluding the eight most volatile components (CPIX) and �Tt is steady-
state in�ation or the Bank of Canada�s in�ation target. Equation (11) says
that the deviation of in�ation from its target (i.e. the in�ation gap, b�t) de-
pends on past and expected future in�ation deviations and on current real
marginal cost. When 
, the parameter governing the magnitude of indexa-
tion, is zero, the equation reverts to its canonical form. Conversely, when 

is positive, the degree of indexation to lagged in�ation provides a measure
of the degree of persistence in Canadian in�ation dynamics after accounting
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for shifts in the in�ation target and the persistence in real marginal cost.
In the empirical section, we conduct formal tests to determine whether 
 is
statistically di¤erent from zero.

An important feature to note is that the only di¤erence between the log-
linearized in�ation equation in the homogenous versus �rm-speci�c capital
case pertains to the structural relationship between in�ation and marginal
cost.4 While the form of the equation in both cases is identical, the di¤erence
lies in the mapping between the reduced-form parameter governing the e¤ect
of marginal cost on in�ation and the structural parameters. Under the
capital rental market assumption, the elasticity of in�ation with respect to
changes in marginal cost depends primarily on 
 and the fraction of �rms
that re-optimize prices within a period, 1� �, or more speci�cally5

� =
(1� �) (1� ��)
(1 + �
) �

:

Under the assumption of �rm-speci�c capital, � is a function of a broader
set of structural parameters

� = � � (1� �) (1� ��)
(1 + �
) �

; � < 1: (12)

where � captures the di¤erence between average and �rm-speci�c marginal
cost. Furthermore, if we make the assumption that �rms are unable (ex-
ogenous capital) or unwilling (due to adjustment costs on investment that
approach in�nity) to change their capital stock in response to changes in
economic conditions then

� =

�
��sL

��sL + � (1� �sL)

�
; (13)

where � is steady-state mark-up of price over marginal cost, and � represents
the demand elasticity by the aggregator. E¤ectively, � steepens the marginal
cost curve at the �rm level, dampening the e¤ect of marginal cost movements
on in�ation. We discuss this e¤ect and its implications in greater detail
below.

4Discussions of the role pf �rm-speci�c capital are provided in Eichenbaum and Fisher
(2004), Altig et al. (2004) and Woodford (2005).

5 In a world with indexation, we cannot interpret � as the probability that a given �rm
keeps its nominal price �xed since all prices change every period. Rather it is interprettable
as the probability that a �rm will index its price to lagged in�ation rather than choosing
a price that optimizes expected pro�ts.

9



3 Estimating the In�ation Target

Numerous observers have noted changes in Canadian monetary policy over
the post Bretton Woods period. Atoian (2004), for instance, estimates the
parameters of a forward-looking structural model jointly with the preference
parameters of the Bank of Canada�s objective function and �nds evidence
consistent with three policy regimes with di¤erent in�ation targets over the
1970 to 2002 sample period. Moreover, Nelson (2005) provides a lucid quan-
titative and graphical overview of Canadian monetary policy in the 1970s
and 1980s based on newspaper articles and policy makers�statements. Nel-
son �nds, inter alia, evidence suggesting changes in monetary policy regime
over time. Perhaps the most convincing piece of evidence is a 2000 lec-
ture given by then Bank of Canada Governor Thiessen that described the
evolution of Canadian monetary policy. In the lecture, Governor Thiessen
identi�es three monetary policy regimes since 1971: (i) Stag�ation and mon-
etarism, 1971-81; (ii) the search for a new nominal anchor, 1982-90; and (iii)
in�ation targets, 1991-present. Taken together, there is much evidence sug-
gesting that the Bank of Canada�s implicit in�ation target has shifted over
time.

The evidence suggests the assumption of a constant in�ation target is
untenable and so it is replaced with a target that varies over time. It should
be noted that relaxing the assumption of a constant in�ation target has
important implications for in�ation dynamics. Researchers have found re-
cently that the lagged in�ation term needed in canonical NKPC models to
help explain key features of aggregate in�ation data may re�ect shifts in the
monetary policy regime rather than "structural" backward-looking behav-
iour. Indeed, Coenen and Levin (2004), Cogley and Sbordone (2005) and
Kozicki and Tinsley (2002) argue that it is essential to account for shifts in
monetary policy to avoid �nding spurious evidence of in�ation persistence.
Coenen and Levin �nd that a canonical NKPC is able to account for the
persistence of German in�ation once shifts in monetary policy are taken into
account. As well, Kozicki and Tinsley (2002) report, inter alia, empirical ev-
idence suggesting that shifts in monetary policy regime and less than full
policy credible have contributed importantly to observed persistence of US
and Canadian in�ation.6

While assuming a non-constant in�ation target adds a degree of potential
realism to our model, it requires us to construct a measure of an implied
in�ation target. We use two approaches to construct such a variable and

6Andolfatto and Gomme (2003) �nd similar results in the context of a DSGE model.
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describe each method in turn.

3.1 Moving Endpoints Method (MEP)

The �rst method is the VAR with moving endpoints approach (hereafter
MEP) developed in Kozicki and Tinsley (1998). Brie�y, the method entails
estimating a VAR with variables in deviations from steady-state form so
any nonstationarity arising in the VAR is attributed to shifts in the steady
state. Following Kozicki and Tinsley (2002), we assume that only the steady-
state of in�ation displays nonstationary behaviour. The reduced-form model
assumes that the dynamics of the variables under consideration are well
described by a j-lag VAR. In each quarter, variation in the in�ation target
is assumed to be an independent normal innovation. The reduced-form is
given by24 �t

�t
Rt

35 = jX
i=1

Ai

24 �t�i
�t�i
Rt�i

35+ I� jX
i=1

Ai

!24 �t
�

r + �t

35+ ut: (14)

r is interpreted as the steady-state real interest rate and the in�ation target
follows a random walk process

�t = �t�1 + �t; (15)

with E(�tuit) = 0 i = 1; 2; 3. The VAR and in�ation-target innovations are
assumed to serially uncorrelated and uncorrelated with each other. Owing
to the unobserved state variable �Tt , we use Kalman �ltering methods to es-
timate the model. Figure 1 shows actual in�ation and the implied in�ation
target from the VAR with the moving endpoints approach. The estimated
in�ation target is the unsmoothed estimate of the state variable from the
Kalman �lter. The estimated in�ation target follows the path of actual in-
�ation reasonably well. Interestingly, the implied in�ation target is higher
than actual in�ation during the disin�ation of 1981-82, suggesting that the
Bank of Canada did not have full credibility in its e¤orts to reduce in�a-
tion. The estimated in�ation target also appears to capture the announced
downward in�ation target path from 3 per cent to 2 per cent (1992 to 1995)
as well as the current 1 to 3 per cent in�ation targeting range.

Figure 3 shows a plot of real marginal cost and the MEP-based in�ation
gap. We see here that both series broadly move together, particularly over
the early and late 1980s and early 1990s. The full-sample correlation is 0.45.
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Figure 1: MEP-Based Perceived Inflation Target

3.2 Sta¤ Projection Method (SEP)

Our second method exploits our access to Sta¤projection data and attempts
to make e¢ cient use of this information to calculate an implied in�ation
target over history.7 It should be emphasized that there is an important dis-
tinction between a projection and a forecast. An in�ation forecast attempts
to answer the question: What will in�ation be in k -periods? In contrast,
a Bank of Canada Sta¤ projection tries to answer the question: What will
the monetary authority need to do to achieve a particular level of in�ation
over a certain period? Thus, Sta¤ in�ation projection data appears to be
an appropriate variable to use with the current methodology.

We begin by positing that the Bank of Canada has set policy in a manner
broadly consistent with a simple rule of the form

Rt = �tRt�1+Et�1 (1� �t) (r + �t + !1;t (�t � �t) + !2;teyt + !3;t�zt)+"t;
(16)

where r is the steady-state real interest rate (assumed to be constant), eyt
is the output gap and and �zt is the growth rate of the real exchange rate.

7We thank Jean Boivin for suggesting this idea.
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It is important to note the information set available to the central bank
when setting the nominal interest rate at time t: We assume that rates are
set before the time-t shocks are observed, which we view as realistic given
the lag associated with the release of Statistics Canada data. In addition,
we make the convenient, but perhaps more contentious assumption that the
Bank of Canada calculated potential GDP using an HP �lter over history. In
addition, we restrict the information given to the �lter such that the trend
value for output at time t� 1 only uses GDP data up to that point in time.
We then close the system with an unrestricted VAR for the relevant variables
needed in order to set the interest rate and forecast future in�ation. That is,
we assume that the sta¤ forecasts can be well-captured by a small-dimension
VAR(p) in the variables of interest X0t = f1; �t; eyt;�ztg

Xt =

pX
i=1

Ai;tXt�i + ut (17)

where 1 is a simply a time series of ones intended to capture the constant.
If we augment (17) with our "structural" monetary policy rule we obtain

Et�1B0;tXt =

pX
i=1

Bi;tXt�i

with

B0;t =

�
I4�4 04�1
�1;t �2;t �3;t �4;t 1

�
; B1;t =

�
A1

0 0 0 0 �t

�
:

Of course, at this point in time we have said nothing about how to identify
the bottom row of B0;t. Our methodology for doing is as follows; suppose
we wish to compute the central bank�s target for period s, we would �rst
estimate the 5-variable reduced-form VAR(p) X0t = f1; �t; eyt;�zt; Rtg, given
as

Xs�1 =

pX
i=1

�i;s�1Xs�i�1 + es�1;

on data up to and including period s� 1: Next, we de�ne the vector

Qs�1 = Es�1

2664
�s+4 � ��s+4
�s+6 � ��s+6
�s+8 � ��s+8
�s+20 � ��s+20

3775 ;
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where Es�1�s+4 is the 5-quarter-ahead forecast generated by the VAR and
��s+4 is the one-year-ahead Sta¤ Economic Projection of in�ation, produced
in period s; conditional on information up to s � 1: Finally, the constant
in the reduced-form interest rate equation is chosen so as to minimize the
quadratic Q0s�1WQs�1 whereW is a matrix that weights the di¤erent fore-
cast horizons in the loss function.8 We can then recover �1;s�1; �2;s�1; �3;s�1;
�4;s�1 and �s�1 from �1;s�1 (see Appendix A for more details) and �nally
recover the parameters of the rule according to

�s =

(�
�s�1 � 1

��1
�1;s�1 � r

(1� !1;s�1)

)
; (18)

!i;s�1 =
�
�s�1 � 1

��1
�i+1;s�1 i = 1; 2; 3; 4: (19)

Thus, conditional on a choice for the steady-state real interest rate (which
we calibrate to be 4 per cent, consistent with our choice of � = 0:99), the
target �s is just identi�ed. This process is then repeated for all observations
in the sample from 1980 up to the o¢ cial adoption of an in�ation target by
the Bank of Canada in 1991. Thereafter, we use the actual stated target for
the Sta¤ economic projection (hereafter SEP) target.9

The results for the SEP approach are reported in Figure 2. The devia-
tions of in�ation from the estimated in�ation target are very similar to those
from the Kozicki and Tinsley approach, at least qualitatively. The same gap
develops during the 1981-82 disin�ation and the correlation between the two
in�ation target estimates is 0.79 over the full sample.

Table 1 provides the standard deviations and two measures of persis-
tence for raw CPIX in�ation, the two in�ation gap measures and our measure
of real marginal cost. In terms of the persistence measures, AR(1) refers to
�rst-order autocorrelation coe¢ cient and � refers to the largest estimated
root in the series.

8We give a weight of one to forecast errors at all horizons except 20 quarters, which
has a weight of 5. This re�ects the idea that longer horizon forecasts should reveal more
about the Bank�s underlying in�ation target.

9A potential issue arises as to whether the target identi�ed here can be interpretted as
agents�perceived target, as in the case of the MEP approach, given that the Sta¤ projec-
tion data is not available to the public. To investigate this issue, we considered applying
the signal extraction approach advocated by Erceg and Levin (2003), whereby agents
must infer the target based on interest rate changes. Apart from making the in�ation gap
slightly more persistent, this modi�cation does not change the results presented in the
next section. Also, given the fact that in�ation falls faster than the SEP target in the
early 1980s disin�ation, we believe that this variable is also interprettable as a perceived
target.
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First, we see that the two gap measures are less volatile and less per-
sistent than raw in�ation from 1980 to 1992, as we would expect since the
low-frequency component of in�ation has, in principal, been removed. Sec-
ond, we note that real marginal cost is more than twice as volatile than either
in�ation gap, suggesting an important role will be played by the assumption
of �rm-speci�c capital in producing a reasonable value for �:

Finally, we see that for the subsample 1993Q1-2004Q1, the volatility and
persistence of the two gap series decline relative to the full sample, whereas
only the volatility of real marginal cost falls (the AR(1) coe¢ cient falls
modestly from 0.86 to 0.78). Thus, while the coincident decline in volatilities
is reassuring, the fact that in�ation is now essentially white noise, yet real
marginal cost remains quite persistent represents an outstanding issue and
a useful area for future research.

Table 1: Summary Statistics for Main Variables of Interest
Variable 1980Q1-2004Q1 1993Q1-2004Q1

Std. Dev. Persistence Std. Dev. Persistence
p.p. � AR(1) p.p. � AR(1)

Raw CPIX 2.4 0.93* 0.87* 0.8 0.14 0.14
MEP Gap 1.3 0.69* 0.45* 0.9 0.02 0.02
SEP Gap 1.5 0.63* 0.63* 0.8 0.14 0.14

Marginal Cost 3.0 0.79* 0.86* 1.7 0.92* 0.78*

4 Estimation Method

We use a simulated method of moments (SMM) approach, similar to that
developed in Smith (1993) and Gouriéroux, Monfort and Renault (1993) to
estimate � and � from equation (11).10 Generally speaking, SMM provides
a method of comparing the key properties admitted from a structural model
to those from the data. The data-based moments are generated from an
approximating statistical model that should �t the data reasonably well but
need not necessarily nest the structural model. It is noteworthy that SMM
using an unconstrained VAR as the approximating model has a number of
advantages. First, the in�ation equation within the VAR provides an useful

10Our application di¤ers slightly from that of Smith (1993) in that our model is lin-
earized prior to estimation and there are no unobserved variables. Therefore, there is
no need to generate arti�cial data in order to compute the model�s reduced-form VAR
representation.
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Figure 2: SEP-Based Inflation Target

and natural metric for the degree of in�ation persistence that should be
captured by the structural model. Second, an unconstrained VAR does not
require controversial identifying assumptions. Third, the approach allows us
to match all the sample autocorrelations and cross-correlations rather than
a limited set of data moments.

For the current exercise, we follow Coenen and Levin (2004) and use an
unconstrained VAR in the in�ation gap and our measure of marginal cost as
the approximating statistical model. In e¤ect, the method estimates the pa-
rameters of the structural model by matching its reduced-form (constrained)
VAR representation as closely as possible to its unconstrained data-based
counterpart. More speci�cally, we begin by estimating a bivariate VAR(p)
from 1980 to 2004 by ordinary least squares, which we will refer to as the
"auxiliary model", and then proceed to construct the vector �, which con-
tains the estimated parameters of the in�ation equation. Next, for a given
parameterization, we combine the structural in�ation equation (given by
equation (11)) with the VAR equation for real marginal cost and then solve
the resulting system, which we refer to as the "structural model", using a
QZ decomposition (as advocated by Sims (2001)). This resulting system is a
restricted VAR(p). We again extract the parameters from the reduced-form
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in�ation equation of this system and form the vector � (
; �) : Finally, the
estimates of 
 and � from equation (11) are chosen to solve

min
f
;�g

(�� � (
; �))0W (�� � (
; �)) : (20)

Then, conditional on the estimate of � and our assumptions about the pa-
rameters that determine �, we then can recover �.

In terms of determining the lag length of the auxiliary VAR, we have two
options. The �rst is to restrict the lag length of the auxiliary model to be the
same as that of the structural model�s reduced-form representation, which
in the case of the Calvo model with indexation is one lag. The second option
is to base the lag length of the auxiliary model on some data-based criterion,
such as the Akaike information criterion. For the purpose of estimation, we
use a VAR(1) as our auxiliary model and for hypothesis testing, we compare
it to a VAR(1) and VAR(p) where p is data determined.11 It is worth noting
that, given this strategy, the choice of weighting matrix,W, in equation (20)
is inconsequential since the model is just-identi�ed.

5 Empirical Results

5.1 Parameter Estimates

In this section we discuss the ability of the NKPC with dynamic indexation
to match important features of Canadian in�ation data. Before proceeding to
the estimation results, however, we mention the calibration of some model
parameters (see Table 2). The discount rate, �, is set to 0.99 implying
an annual real interest rate of 4 per cent. Following Gagnon and Khan
(2005) the elasticity of substitution amongst the factors of production, �,
is set equal to 0.5 and, �, the demand elasticity is calibrated to 11. The
latter is consistent with results obtained by Bergin and Feenstra (2000)
and implies a steady-state mark-up of 10 per cent. The labour adjustment
cost parameter, �, is 6.0, a value consistent with empirical models of labour
demand for the United States (see, for instance, Nickell (1986), Meese (1980)
and Sargent (1978)).12 The share parameters (sL and sK) are calibrated to
their historical averages. Finally, given our assumptions regarding �; � and
11Using a VAR(2) as the auxilary model generates an unstable model in the sense that

the Blanchard-Khan condition for stability is not satis�ed. This stems from the fact that
marginal cost is positively related to in�ation with the VAR(2) speci�cation.
12Amano and Wirjanto�s (1997) estimates for Canada implicitly suggest a somewhat

lower value for �, whereas the current value for � used in TOTEM, the Bank of Canada�s
new projection and policy-analysis model, is higher. On balance, we feel that our choice of
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sL, the degree of real rigidity stemming from the assumption of �rm-speci�c
capital, �, is equal to 0.045. In other words, in�ation in our model is more
than 20 times less sensitive to movements in marginal cost than a model that
assumes a rental market for capital. This value, while implicitly calibrated,
is consistent with those values estimated Coenen and Levin (2004), who use
German data.

The SMM estimation results for the two measures of in�ation (MEP
and SEP in�ation gaps) are presented in Table 2. The estimates of �
imply that �rms, on average, re-optimize their price about once every eight
months, a number well in line with survey evidence for Canada (see Amirault
et al. 2005). Furthermore, the estimated duration is robust to the choice
of the methodology for calculating the historical target. Under the MEP
(SEP) methodology, we obtain a point estimate for the duration between
re-optimizations of 2.8 (2.6) quarters, with a 90 per cent con�dence interval
of two to four quarters. A question that may arise from these results is:
How does the NKPC model admit aggregate in�ation that is moderately
inertial despite the fact that �rms change prices frequently? The answer lies
in the result that when �rms do change price they do so by only a "small"
amount. This dampened price response is owning to the fact that under
the �rm-speci�c capital assumption each �rm�s short-run marginal cost is
increasing in its own output. To better understand this result consider a
�rm contemplating a price increase. The �rm understands that a higher
price implies less demand and less output. A lower level of output reduces
marginal cost and, thus, induces the �rm to post a lower price. Thus, the
dependence of marginal cost on �rm-level output reduces the �rm�s incentive
to raise it price. This dampening in�uence explains why aggregate in�ation
responds less to a given aggregate cost shock even though �rms reoptimize
their price very frequently.

The degree of dynamic indexation is estimated to be a very moderate
0.37, regardless of the measure of the in�ation gap. The 5th and 95th per-
centiles for the point estimate (using the MEP-based gap) are 0.1 and 0.65,
thus we can rule out both zero indexation and full indexation. The values
for the forward- and backward-looking components are consistent with the
results reported in Gali and Gertler (1999) and Gali, Gertler and Lopez-
Salido (2001), and show that, even if the canonical NKPC is rejected in
favour of an equation allowing for additional inertia coming from lagged in-
�ation, the weight on the forward-looking component is quantitatively more

6 as a value is reasonable. Furture work, however, should look at estimating this parameter
directly for Canada since it in�uences importantly our measure of marginal cost.

18



relevant (0.72 versus 0.27 on lagged in�ation according to our estimates), an
especially important point from the perspective of a monetary authority.

Turning to the overall �t of the model, we see (Table 3) that the struc-
tural model explains a slightly higher (lower) proportion of the overall vari-
ation in the SEP (MEP) in�ation gap relative to the unrestricted VAR(2)
in�ation equation.13 This would suggest that nothing is lost by working with
the structural model (with the SEP gap), at least in terms of in-sample �t.
Given this result, it is not surprising that the restrictions imposed by the
Calvo model with indexation are not rejected by the data using the SEP gap.
For the MEP gap, the di¤erence in R

2
is just 0.02, 0.36 versus 0.38. Never-

theless, this di¤erence is su¢ ciently large to produce a probability value of
0.051 using the LR test under the null that the restrictions imposed by the
structural model are true.

Comparisons with the VAR(1) can be easily summarized once we recog-
nize that the structural model does not impose any binding restrictions
relative to a VAR(1). With the indexation parameter free to vary on the
[0; 1] interval and � only restricted to be positive, the reduced form of the es-
timated structural model corresponds exactly to that of the auxiliary model.

5.1.1 Comparisons to the Standard Model

In this section we investigate the e¤ects of relaxing several assumptions im-
plicit in our preferred speci�cation. More speci�cally, we begin by estimating
the canonical NKPC, the Calvo model without indexation and �rm-speci�c
capital (see column 1 of Table 4). Here we see that, consistent with our
priors and past research using Canadian GDP de�ator in�ation, the canoni-
cal model fails to adequately capture the dynamics of in�ation along several
margins. First, we can easily reject the null hypothesis of no serial corre-
lation in the residuals using the Q-statistic. Second, the model produces
a R

2
of less than 0.1, compared to 0.83 for the unrestricted VAR(2) equa-

tion for in�ation. Not surprisingly, we easily reject the restrictions imposed
by the structural model using a LR test. Finally, the model suggests that
�rms reoptimize prices on average about once every two years, which seems
unreasonably long.

When partial indexation is added to this basic model, the overall �t
improves signi�cantly, but we continue to reject the restrictions imposed by
the model. Speci�cally, the unrestricted model prefers two lags of in�ation

13The restricted model is able to explain a higher proportion because our measure of �t
is the adjusted R-square, which adjusts for degrees of freedom.
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whereas the indexation model admits just one. Furthermore, it implies an
average duration between price reoptimizations of 4 years. Thus, it appears
that neither of these two models is consistent with raw CPIX in�ation.
Next, we attempt to model the SEP-based in�ation gap, allowing for partial
indexation but continue to maintain the assumption of a rental market for
capital (� = 1). In this case, the model matches the preferred model in every
respect except that it predicts that �rms reoptimize prices, on average, about
once every 11 quarters.

Finally, we estimate the preferred speci�cation (indexation with �rm-
speci�c capital) but replace our measure of marginal cost with labour�s
share of �nal good income, which is equivalent to setting adjustment costs
on employment to zero and the elasticity of substitution between produc-
tion inputs to unity; that is, � = 0 and � = 1: Interestingly, we see that
in this instance the optimization algorithm drives � = 0; implying an av-
erage contract duration that is in�nite. This stems from the fact that this
measure of marginal cost is unrelated to in�ation. Owing to the inclusion
of indexation, the model succeeds in explaining about 38 per cent of the
historical movements in the in�ation gap, compared to 54 per cent for the
unrestricted model that uses the preferred marginal cost measure (� = 6 and
� = 0:5):14 Finally, labour�s share is not signi�cant in the in�ation equation
of the unrestricted auxiliary model.

5.2 Moment Matching

As discussed earlier, SMM proceeds by matching the reduced-form of the
structural model to that of an unrestricted VAR. A natural starting point for
assessing the moment matching ability of the NKPC is a comparison of its
implied vector autocorrelations with the sample autocorrelations from the
observed data. Figure 4 compares the cross correlations of the estimated
model to that of the auxiliary model (bivariate VAR(1) in the in�ation gap
and real marginal cost). From the �gure it is apparent that when the data
are assumed to be generated by a VAR(1), the structural model imposes
no binding restrictions on the reduced form, and, consequently, the model
is able to reproduce the VAR dynamics exactly. The more interesting case
arises when the structural model is compared to a VAR(2) (see Figure
5), where the choice of two lags is data determined (although the auxiliary
model used for estimation remains a VAR(1)). Again, the NKPC does
very well at matching the dynamic cross correlations found in data. The

14We do not conduct a LR test in this instance since the models are non-nested.
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autocorrelation function for in�ation and the cross correlations with real
marginal cost implied by the structural model, for instance, all lie well within
the 95 per cent con�dence intervals.

5.3 Forecasting Comparison

Another method to examine the ability of the estimated NKPC model to
reproduce key features of Canadian in�ation data is to compare its forecast-
ing ability with that from reasonable alternative models. For the latter, we
employ two often-used models of in�ation: A simple AR(p) model, where p
is data determined; and (ii) a traditional output gap based Phillips curve.
Stock and Watson (1999) �nd the traditional Phillips curve, interpreted
broadly as relations between real economic activity and in�ation, produces
reliable and accurate short-run forecasts of in�ation across a wide range of
in�ation forecasting models, at least for U.S. price in�ation. The traditional
Phillips curve, therefore, appears to be a reasonable metric for comparison.15

Moreover, in the forecasting exercises we calculate the output gap using a
two-sided �lter. To the extent the two-sided �lter uses future information,
the forecasting results are biased in favour of the traditional Phillips curve
equation.

We start by estimating each model on data up to 1984Q4 and then cal-
culate a one-step ahead forecast. Another period of data is added, each
equation is re-estimated and new forecasts are generated. This process is
repeated until the end of our data set. To evaluate the forecasting perfor-
mance of each model, we compare mean square errors (MSEs) from the
alternative speci�cations to those generated by the NKPC model. To this
end, we report Diebold and Mariano (1995) test statistics in Table 5. The
Diebold and Mariano (DM) approach tests the hypothesis that the MSEs
are equal versus the alternative that one model performs better than another
in out-of-sample forecasting.16

The evidence suggests that the NKPC with partial dynamic indexation

15The Phillips curve used here is given by �t = �1�t�1 + �2�t�2 + �3eyt�1 + ut: The
AR(2) model sets �3 = 0:
16As a check on the robustness of the results generated using the DM test, we also

calculate the test statistic proposed by Granger and Newbold (1977). This test is useful in
the cases where the forecast errors from one model are correlated with those from another
(since this would render the usual variance ratio or F test inappropriate). The Granger
and Newbold test, unfortunately, is valid only when the forecasts are unbiased and the
forecast errors are uncorrelated. These results are excluded from the table as they are
essentially the same as the DM results.
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has greater predictive power than either of the two competing models.17 In
all experiments, we �nd the estimated NKPC model to perform signi�cantly
better than the AR(2) or traditional Phillips curve models. Speci�cally, the
null that the MSE of both models is the same is rejected at the one per
cent in favour of the alternative that the MSE from the structural model is
smaller.

6 Concluding Remarks

In this paper, we examined the ability of the New Keynesian Phillips Curve
with partial dynamic price indexation to capture key features of Canadian
in�ation data. Our study, however, di¤ers from earlier research along three
important dimensions. In particular, we relax three assumptions often made
in the NKPC literature, viz., (i) constant (and observable and credible) in-
�ation target; (ii) labour�s share of income as a measure of marginal cost;
and (iii) rental market for capital. Overall, we �nd that the NKPC with
partial dynamic indexation appears capable of reproducing important mo-
ments of Canadian in�ation data. Indeed, the estimated model replicates
both the in�ation persistence found in macroeconomic data in addition to
durations between price reoptimizations that we view as very reasonable.
The NKPC also replicates important vector autocorrelations found in the
data; in all cases the model and data vector autocorrelations are statisti-
cally indistinguishable. Finally, a forecasting comparison exercise indicates
that the estimated NKPC outperforms statistically other often used in�a-
tion forecasting models such as an AR(2) and traditional Phillips curve
equations. We interpret these results as additional evidence that models
need not sacri�ce data congruence, measured in terms of goodness of �t and
forecasting precision, in order to provide more a structural interpretation of
economic events. We view this as good news for micro-founded models of
pricing behaviour such as the Calvo (1983) model for Canada.

Going forward, it would be interesting to further explore the reasons
behind the apparent decline in the persistence of both our in�ation gap
measures. As discussed in the text, it is di¢ cult to understand why such a
decline in persistence should not be accompanied by a corresponding decline
in the persistence of real marginal cost. This would seem to point to some
form of misspeci�cation to either our marginal cost series or our in�ation gap
variables. It would also be interesting to explore whether the SEP approach

17The �nite-sample adjustment to the DM test statistic proposed by Harvey, Leybourne
and Newbold (1997) does not change the conclusions.
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to identifying the historical in�ation objective of the central bank discussed
in this paper could also be usefully applied to other countries.
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Figure 3: MEP-Based Inflation Gap and Normalized Marginal Cost

Marginal Cost is divided by2.5
for scaling (see text)

Table 2: Calibrated Parameters
Parameter Value

� 0:5
� 0:99
� 11
� 6:0
sL 0:46
sK 0:37

Functions of Calibrated Parameters Value
� 1:1
� 0:045
� 0:84
� 0:66
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Table 3: Estimation Results - Preferred Model
Variable SMM (1980Q1-2004Q1)

MEP Inf. Gap SEP Inf. Gap
NKPC VAR(1) VAR(2) VAR(1) VAR(2)



0:37

[0:1 0:65]

0:37

[0:23 0:7]

Av. Duration
2.8 quarters
[2:0 4:0]

2.6 quarters
[1:8 3:5]

R
2

0:36 0:36 0:54 0:54
LB Q� stat 2:18 2:18 1:99 1:99

VAR(2)

R
2

0:35 0:38 0:53 0:52
LB Q� stat 2:18 2:04 1:99 2:00

H0: NKPC = V AR 1:00 0:051 1:00 0:3

Table 4: Estimation Results - Variations on the Preferred Model
Variable Raw CPIX In�ation SEP Inf. Gap
NKPC � = 1; 
 = 0 � = 1 � = 1 � < 1 b�t=bst

 0 0:97 0:37 0:37 0:53

Av. Duration 8:9 quar. 16:1 10:8 2:6 1
R
2

0:06 0:80 0:54 0:54 0:38
LB Q� stat 0:00 0:00 0:4 0:4 0:28

VAR(2)

R
2

0:83 0:83 0:52 0:52 0:52

NKPC = V AR 0:00 0:00 0:3 0:3 0:00
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Figure 4: Cross Correlations: VAR(1) with SEP-Based Inf. Gap
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Table 5: Forecast Results (1985Q1 - 2004Q1)
Model Forecast RMSE Tests

MEP Inf. Gap SEP Inf. Gap
NKPC 0.23 0.21

YGAP Phil. Curve 0.26 0.25
AR(2) 0.25 0.24

Diebold-Mariano Test Prob. Value under null of equal RMSE (�)
�NKPC < �Y GAP 0:00 0:00
�NKPC > �Y GAP 1:00 1:00
�NKPC < �AR(2) 0:01 0:02

�NKPC > �AR(2) 0:99 0:98
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Figure 5: Cross Correlations: VAR(2) with SEP-Based Inf. Gap
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Appendix A

If the non-structural component follows a VAR(p)2664
ct
�teyt
�zt

3775 = pX
i=1

Ai

2664
ct�i
�t�ieyt�i
�zt�i

3775+ ut
where c is a simply a timeseries one ones intended to capture the constant.
The policy rule is given by

Rt = �tRt�1+Et�1 (1� �t) (r + �t + !1;t (�t � �t) + !2;teyt + !3;t�zt)+"t
so in structural form we have18266664
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
�1 �2 �3 �4 1

377775
266664
ct
�teyt
�zt
Rt

377775 =
266664
1 0 0 0 0
�21 �22 �23 �24 �25
�31 �32 �33 �34 �35
�41 �42 �43 �44 �45
0 0 0 0 �

377775
266664
ct�1
�t�1eyt�1
�zt�1
Rt�1

377775+:::+ApXt�p+ut
or

A0Xt = A1Xt�1 + :::+ApXt�p + ut

with

�1 = (�� 1) (r � !1�t)
�2 = (�� 1) (1 + !1)
�3 = (�� 1)!2
�4 = (�� 1)!3

Hence, the coe¢ cient matrix at lag one of the reduced-form VAR that we
estimate, is related to the structural model as

18The t subscript has been supressed on coe¢ cients. In practice they vary through time,
however, given that the reduced-form VAR is estimated recursively.
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�1 =

266664
1 0 0 0 0
�21 �22 �23 �24 �25
�31 �32 �33 �34 �35
�41 �42 �43 �44 �45
�1 �2 �3 �4 �5

377775

=

266664
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
�1 �2 �3 �4 1

377775
�1 266664

1 0 0 0 0
�21 �22 �23 �24 �25
�31 �32 �33 �34 �35
�41 �42 �43 �44 �45
0 0 0 0 �

377775
with

�1 = ��1 � �2�21 � �3�31 � �4�41
�2 = ��2�22 � �3�32 � �4�42
�3 = ��2�23 � �3�33 � �4�43
�4 = ��2�24 � �3�34 � �4�44
�5 = �� �2�25 � �3�35 � �4�45

In matrix form, this system of equations may be expressed as266664
1 �21 �31 �41 0
0 �22 �32 �42 0
0 �23 �33 �43 0
0 �24 �34 �44 0
0 �25 �35 �45 �1

377775
266664
��1
��2
��3
��4
��

377775 =
266664
�1
�2
�3
�4
�5

377775
so the solution for the structural parameters in terms of the reduced-form
VAR parameter matrix (at lag one) is

266664
�1
�2
�3
�4
�

377775 =
266664
1 �21 �31 �41 0
0 �22 �32 �42 0
0 �23 �33 �43 0
0 �24 �34 �44 0
0 �25 �35 �45 �1

377775
�1 266664

��1
��2
��3
��4
��5

377775

33



and the parameters of the rule are given by(
(�� 1)�1 �1 � r

(1� !1)

)
= �tn

(�� 1)�1 �2
o

= !1n
(�� 1)�1 �3

o
= !2n

(�� 1)�1 �4
o

= !3:

34


