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Abstract

The New-Keynesian Phillips curve (NPC) has conventionally been es-
timated under the assumption that in�ation is stationary � an assump-
tion that is questionable for Canadian data. Using a method by Johansen
and Swensen (1999), we show that when appropriately casted in a system,
Canadian in�ation indeed seems to have a unit root� a �nding that inval-
idates existing Maximum Likelihood and GMM estimates. Estimation of
the NPC based on this method yields broadly similar estimates to previous
studies, although the estimated coe¢ cient of the forward-looking compo-
nent for Canada tends to be higher than what found before. Contrary to
much previous literature, our estimates also support the super-neutrality
result for Canada. Importantly, estimation of the NPC using this method
overcomes the problem of identi�cation associated with GMM estimation
and so we can discern empirically between pure forward-looking and hy-
brid versions of the NPCs.

1 Introduction

In its purest form, the New-Keynesian Phillips curve (NPC) relates in�ation in
period t to expected in�ation in period t + 1 and a cyclical indicator, and can
be derived by assuming optimizing behavior on the side of �rms that set their
prices following a time-dependent rule as in Calvo (1983) (see Sbordone, 2005).
Traditionally the NPC has been estimated under the assumption that in�ation
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is stationary (see Gali, Gertler (1999), GG, for estimates on U.S. data; Gali,
Gertler and Lopez-Salido, 2001, GGLS, for estimates on euro area data). Exist-
ing estimates of the NPC on Canadian data are also based on this assumption
(Gagnon and Khan, 2001; Guay and others (2003); Khan, 2004).
The assumption that in�ation is stationary, however, is questionable for

Canadian data. Figure 1, plotting annualized quarterly changes in the GDP
de�ator for Canada since 1973 Q1, suggests that Canadian in�ation over the
last 30 years may be in fact integrated of order 1� a phenomenon that could
stem from a variety of factors, including quasi-rational in�ation expectations,
in�ation indexing, autocorrelation in the cyclical indicator, a shift in the mean
of in�ation over time (due, for example, to a change in the anti-in�ation pref-
erences of the monetary authorities), private sector learning about shifts in the
policy target of in�ation or a combination of any of the above. If true, this
is problematic because non-stationarity invalidates many estimation techniques
often used by the literature to estimated NPCs for Canada, including the Gen-
eral Method of Moments (and more re�ned versions of it, like the Continuous
Updated Estimator by Newey and Smith, 2001) and the Full Information Max-
imum Likelihood (FIML) procedure.
In this paper we employ a method by Johansen and Swensen (1999) to

examine whether non-stationarity in in�ation is a property of the system un-
derlying Canadian in�ation dynamics. The method suggests that in�ation in
Canada is indeed non-stationary, even when shorter samples are considered to
account for shifts in monetary regimes like the move to in�ation targeting in
1991. The method provides a framework for both detecting the cointegration
rank of the system and testing the cointegrating restrictions implied by rational
expectations, starting from an unrestricted system. Following Batini, Jackson
and Nickell (2005), throughout we specify the NPC assuming more general tech-
nologies than Cobb-Douglas and we account for the fact that Canada is an open
economy.
This method o¤ers three main advantages.
First, it advances on other methods used in the literature on other countries

data that model in�ation as I(1), but assume the cointegration speci�cation a
priori (e.g. Sbordone, 2002; Kozicki and Tinsley, 2002).
Second, like the methods used by Rudd and Whelan (2001), Sbordone (2002,

2003), McAdam and Willman (2002) and Banerjee and Batini (2003), the
method used here ensures that model-consistent expectations are tested and
subsequently imposed in estimation, and is thus to be preferred to methods pre-
viously used in the literature, like for instance the General Method of Moments
(GMM), that simply assume � without imposing and testing for � the rational
expectations assumption implicit in the model.
Finally, this method gets rid of the identi�cation problem raised by Ma

(2002) and Mavroeidis (2002), who have pointed to the fact that empirical
methods commonly used to estimate the NPC either cannot identify or can
only weakly identify the parameters in the estimated regression. We show that
when the NPC is estimated within the Johansen and Swensen (1999) framework,
we do not need to make any ex ante assumption on the process of the forcing
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variable in order for the estimation method to identify the parameters and so
we are spared the trouble of using exact analytical methods.
The main �ndings of the paper are:
(i) The NPC o¤ers a good representation of in�ation dynamics in Canada

for some� but not all� measures of marginal costs;
(ii) The degree of forward-looking behavior in price-setting varies wildly over

time. Split sample regressions indicate that Canadian price-setters have become
slightly more forward-looking, especially after the move to in�ation targeting in
the early 1990s�a �nding also arrived at by Batini (2005). In the recent past,
Canadian �rms exhibit a degree of forward-looking behavior that is comparable
to that observed in the United States or in the euro area;
(iii) The empirical method used here is capable of identifying the forward

and backward-looking terms in the NPC, and our results using this method
indicate that both terms are important in determining Canadian in�ation;
(iv) Real marginal cost is a signi�cant determinant of Canadian in�ation, es-

pecially when this is adjusted for the cost of imported intermediates� a �nding
that mirrors that for other open economies (in line with Banerjee and Batini ,
2004, but contrary to results by Gagnon and Khan, 2004). However its impor-
tance varies greatly depending on how it is measured;
(v) The estimated weights on lagged and expected in�ation generally sum

to one. This suggests that Canadian in�ation does not depend on real factors
in the long run� the super-neutrality result.
The plan of the paper is as follows. Section 2 reviews the recent related liter-

ature on Canadian data and discusses estimation methods. Section 3 speci�es a
simple dynamic system that can be taken to characterize in�ation dynamics un-
der the NPC paradigm. Section 4 brie�y describes the Johansen and Swensen
(1999) method, and formulates the restrictions implied by the NPC on such
statistical model. Section 5 estimates the NPC on Canadian data using this
method and Section 6 o¤ers concluding remarks.

2 Recent related literature

There are several empirical papers that estimate open-economy NPCs for Canada
using GMM. Most of these papers employ a version of the NPC as in Gali and
Gertler (1999) that allows for the fact that a fraction of �rms set their prices in
a myopic was ("hybrid") NPC.
For example, Gagnon and Khan (2004) follow Sbordone (2002) and �t vari-

ous NPC speci�cations to Canadian data using alternative measures of marginal
costs derived assuming di¤erent kinds of production technologies. They �nd that
CES technology-based NPC �t well Canadian data over the period 1970-2000,
and more so than an NPC derived assuming a Cobb-Douglas technology. They
also �nd that, for this sample, the backward-looking component in the Canadian
NPC is stronger than for the Unites States and the euro area.
Khan (2004) and Leith and Malley (2002) also estimate "hybrid" NPCs

for Canada. In particular, Khan (2004) estimates a rolling NPC regression
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and shows that the NPC in Canada may have �attened over time. This is
consistent with increasing competition among �rms over part of the period,
under the assumption that price contracts in Canada are set as in Calvo (1983).
Estimating both CES and Cobb-Douglas based NPCs over the period 1960 Q1-
1999 Q4, Leith and Malley (2002) �nd that these �t Canadian data, and show
that, generally, Canada enjoys less price inertia than other G-7 countries but
similar inertia to the United States and the United Kingdom.
Banerjee and Batini (2003) estimate NPCs for Canada and other open

economies over the period 1970 Q1-2002 Q1 using the Maximum Likelihood
estimator and assuming various contracting speci�cations. They �nd that NPC
based on time-dependent contracts as in Dotsey, King and Wolman (1999) �t
the Canadian data well and better than when Calvo-contracts-based or Taylor-
contracts-based NPCs are used in estimation. They also �nd that Canadian
�rms are predominantly backward-looking when setting prices.
Finally, Guay, Luger and Zhu (2003), instead estimate NPCs on Canadian

data using a biased-corrected estimator (Continuous Updating Estimator, CUE)
as proposed by Newey and Smith (2001) in conjunction with an automatic lag-
selection procedure proposed by Newey and West (1994) to calculate estimates
of the variance-covariance matrix of the moment conditions. This empirical
approach attenuates the potential bias of GMM estimates when there are many
instruments and the low power of speci�cation tests based on over-identifying
restrictions (see Guay and others, 2003; and Gali, Gertler and Lopez-Salido,
2005). They �nd that contrary to estimates of the NPC on Canadian data
obtained using standard GMM, the CUE-based estimates do not �t well the
data and the NPC is statistically rejected.
In addition to usual modelling and data measurement issues, there are three

main estimation issues that are particularly important when estimating NPCs.
The empirical work on Canadian data discussed above has dealt with some of
the issues but never all of them at once, from which the need to deal with them
in a uni�ed framework like the one suggested here. These issues are:

� Non-validity of estimates when in�ation is non-stationary

Existing estimates of the NPC for Canada assume that in�ation is a station-
ary variable. If Canadian in�ation is non-stationary, this approach is not ideal.
Modelling variables as stationary when these instead contain a unit root inval-
idates estimation result, like in the case of GMM (or CUE) and FIML. This is
because if in�ation is non-stationary, the asymptotic distributions of the GMM
and FIML estimators are not necessarily Gaussian normal, implying that the
estimated NPC�s coe¢ cients and standard errors are invalid: thus any inference
about the parameter values is incorrect, and more e¢ cient estimators can be
obtained by taking into account the unit root. Pre-transforming the data to
make it stationary on a priori assumptions about the source of non-stationarity
of the data may lead to results that are not robust to alternative hypotheses
about the exact nature of the common trend.

� Testing for model-consistent expectations
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Some of the empirical work using GMM (notably Leith and Malley, 2002;
Gagnon and Khan, 2004; Khan, 2004) characterize the NPC model based only
on a very weak property of rational expectations: namely that the expectational
error (�t+1 � Et�t+1) should be unforecastable by variables dated at time t or
earlier. In the context of GMM, this boils down to choosing instruments for
in�ation expectations that are correlated with the portion of �t+1 that is or-
thogonal to �t�1 and the cyclical indicator at time t. Estimation is carried out
on the assumption that the chosen instruments accomplish this requirement� in
other words, rational expectations are simply assumed on the presumption that
instrument orthogonality is indeed met. However, another feature of rational
expectations is that they should be model consistent: expectations for next pe-
riod�s in�ation rate should be consistent with the process for in�ation described
by the model. As shown by Fuhrer (1997), Sbordone (2002, 2003), Linde (2002),
Rudd and Whelan (2001), McAdam and Willman (2002), Kozicki and Tinsley
(2002) and Banerjee and Batini (2003), this additional prediction yields speci�c
testable implications for how in�ation expectations in the NPC are modeled.
Typically, all these works address this issue by following the present value ap-
proach of Campbell and Shiller (1987) and Fuhrer (1997) and cast the NPC in a
system of equations. This procedure essentially amounts to computing the ex-
pected present value of the driving variable (the cyclical factor in the NPC case)
under the assumption that this follows a speci�c process, and then determining
what fraction of in�ation is accounted for by this present-value term. If the
present value is well characterized as a function of lags of the driving variable,
then this method will be equivalent to that originally suggested by Hansen and
Sargent (1980).

� Parameter identi�cation

Several recent papers have drawn attention to the problem of identifying the
parameters in the NPC, and more speci�cally, to whether existing estimation
methods can correctly distinguish between backward and forward-looking so-
lutions. Mavroeidis (2002) demonstrates how identi�cation of the parameters
depends on the uniqueness of the solution to the system containing the NPC
and the equations governing the exogenous variables. In the GMM framework,
this involves making assumptions on the process of the forcing variable, which is
largely ignored in the NPC literature using Canadian data.1 Ma (2002) points
out that GMM estimation relies upon a quadratic concentrated objective func-
tion, because GMM solves a locally quadratic minimization problem. For the
hybrid NPC, the objective function is non-quadratic with respect to the share
of �rms that set prices in a backward-looking manner, and consequently the
coe¢ cients on the expected and lagged in�ation are only weakly identi�ed.
Nason and Smith (2005) examine this for a number of countries including

Canada. They employ Anderson-Rubin (1949) exact analytic methods to exam-
ine the identi�cation problem in several statistical environments: under strict

1See also Bårdsen, Eitrheim, Jansen and Nymoen (2005)
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exogeneity, in a vector autoregression, and in the context of a small closed-
economy AS-IS plus monetary policy rule equation system. They �nd that the
NPC model is rejected on Canadian data for di¤erent set of instruments over
the sample 1963 Q1-2000 Q4 when these methods are used.
In the next sections we re-estimate the NPC on Canadian data addressing

these key issues simultaneously within the Johansen and Swensen (1999) uni�ed
framework.

3 The theoretical model

Consider the "hybrid" version of the NPC is given in GGLS by

�t = 
b�t�1 + 
fEt (�t+1) + �zt (1)

where �t is in�ation at time t, zt is the cyclical indicator� typically the output
gap or real marginal cost, and Et is the expectation operator indicating expecta-
tions formed at time t. The complete dynamic system also contains an equation
for the real marginal cost; we assume that it is an auto-regressive process given
by

zt = �1zt�1 + �2�t�1 + �t (2)

where �t is a white noise residual.
The parameters 
b, 
f and �depend on "deep" or "structural" parameters,

including the probability that �rms reset prices at any given time, the discount
factor, the fraction of rule-of-thumb �rms that set their prices in a backward-
looking, myopic way(as in Gali and Gertler, 1999) or, alternatively, the degree
of indexation to past prices of the �rms that are not allowed to re-optimize at
time t (as in Christiano, Eichenbaum and Evans, 2002). Direct estimation of

b and 
f as opposed to the structural equations expressed in terms of deep
parameters facilitates the interpretation of the NPC under a broad class of
sticky-price models and modelling assumptions. 
b and 
f must satisfy the
following restrictions:


b; 
f � 0 (3)


b + 
f � 1

Written in the closed form solution, the interpretation of equation (??) is that
fundamental in�ation equals the discounted stream of expected future real mar-
ginal costs, taking into account the backward-looking behavior:

�t = �1�t�1 +
�

�2
f

1X
k=0

�
1

�2

�k
Et (zt+k) (4)

where �1 and �2 are respectively the stable and unstable roots of the dynamic
system. Equations (1) and (4) are examples of an exact rational expectation
hypothesis, in the sense that the econometric test of this hypothesis involves
testing whether the only error present is the expectational error.

6



In the NPC literature (see Linde, 2002), as well as in the in�ation dynamics
model by Fuhrer and Moore (1995), it is commonly assumed that


b + 
f = 1 (5)

a restriction often referred to as �dynamic price homogeneity" or �superneutral-
ity". If equation (5) holds, in�ation does not depend on real factors in the long
run�legitimating the use of monetary policy for the exclusive pursuit of price
stability in the long run.

4 Estimation method

The method used here and proposed by Johansen and Swensen (1999) is a Full
Information Likelihood method. It exploits the idea that the mathematical
expectation conditional on a theoretical model and the observed data can be
used to substitute for the forward-looking term in an estimated model.
The method comprises three steps.

� Step 1: The �rst step requires specifying and estimating an unrestricted
VAR containing the relevant variables, under the assumption that at least
one variable has a unit root. In this step diagnostic tests are run to ensure
that residuals are white noise and the number of stationary relations in the
system are determined. This is done using the trace statistic of Johansen
and Juselius (1990)� a test comparing the likelihood of the unrestricted
VAR with the likelihood of a cointegrated VAR. If the test indicates that
there are less stationary relations than variables, the assumption that at
least one variable has a unit root is con�rmed.

� Step 2: The second step requires estimating the parameters of the struc-
tural system via maximum likelihood. This implies re-parameterizing the
cointegrated VAR model to account for any forward-looking term. The
Technical Appendix explains how we carry out such re-parameterization.

� Step 3: The �nal and third step requires to test the restrictions implied
by the rational expectation model (here the NPC).

Below we o¤er further details on key aspects of the procedure used in esti-
mation. In particular, Section 4.1 sketches the numerical optimization methods
that we employ in step 2 to derive the maximum likelihood estimators of the
Canadian NPC when the parameters of the rational expectation model are un-
known like in our case. Section 4.2 formulates the testable hypothesis in terms
of the NPC� in which case restrictions on the expectations entail restrictions on
the cointegration relationships� as required by step 3. The test of the rational
expectations model compares the likelihood of the cointegrated VAR with the
likelihood of the cointegrated VAR with the restrictions imposed. It then de-
scribes the associated maximum likelihood estimator and likelihood ratio tests.
Section 4.3 describes the maximum likelihood ratio tests that we also use in step
3.
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4.1 Numerical maximization methods

The Johansen and Swensen (1999) method provides a test of rational expec-
tation for models in which coe¢ cients are known. If coe¢ cients are unknown,
like in our case, with this method� and contrary to the method by Campbell
and Shiller (1987)� it is still possible to derive maximum likelihood estimators
and likelihood ratio tests by evaluating the likelihood at every �xed value of the
coe¢ cients.
To �nd the maximum value of the likelihood function we use the Broyden-

Fletcher-Goldfarb-Shanno (BSFG) numerical optimization method for non-linear
functions.2 The BSFG optimization starts from initial values, and maximizes
the function using a quasi-Newton method based on numerical derivatives. The
convergence decision is based on the likelihood elasticities and the one-step
ahead relative change in parameter values.3 We also carry out a grid search
for the parameters. This is a simple approach, where we calculate the value
of the log-likelihood function for each possible combination of values, within
given intervals, for the parameters

�

b; 
f ; �

	
.However, due to the dimension

of the parameter matrix, with a grid search we cannot include a constant in the
estimated NPC equation, and we therefore rely mainly on the BSFG numerical
optimization results for estimation.

4.2 The testable rational expectations restrictions for the
NPC

Consider the p-dimensional autoregressive process Xt = (�t; zt) de�ned for t =
1; ::; T by the equations:

Xt = �1Xt�1 + ::+�kXt�k + �0 + �t (6)

for �xed values of X�k+1; ::; X0 and �t s Np (0;
). The parameter space is
given by the unrestricted parameters (�1; ::;�k;
). �0 is the coe¢ cient of the
constant term. Equation (6) can equivalently be written in a vector error-
correction form as:

�Xt = �Xt�1 +
k�1X
i=1

�i�Xt�i + �Dt + �t (7)

where � =
kP
i=1

�i� I and �i = �
kP
�j

j=i+1

. The �rst step of the procedure consists

in testing the rank of the of the matrix �. If there is at least one unit root in

2We maximise the log-likelihood controlling for the number of observations; -
T
2

n
log jS11j+ log

���~�22���� log ��apa��� log ��bpb��o :This is because of the convergence criteria in
the Broyden-Fletcher-Goldfarb-Shanno maximization method. This method is invariant to
the scaling of parameters, but not invariant to sample sizes.

3See Fletcher (1987) for details.
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the system, and if the NPC as speci�ed in equation (1) holds, there must be
one cointegration vector.4 Hence the rank of the matrix must be 1.
Given the reduced rank of the matrix �; the restrictions implied by the New-

Phillips curve in equation (1) can be tested as a restriction on the parameters in
the matrix �. However, in order to able to �nd the maximum likelihood estima-
tors with respect to freely varying parameters, rather than under constraints,
we need to reformulate the restrictions in terms of the restrictions in Johansen
and Swensen (1999). This is a simple reparametrization of the statistical model,
and implies that the parameters of the statistical model are uniquely identi�ed.
The details of the reparameterization of the statistical model, as well as the
complete formulation of the restrictions implied by rational expectations can be
found in the Technical Appendix.. For Xt = (�t; zt), the restrictions take the
form

Et
�
cp1Xt+1 j 't

�
+ cp0Xt + c

p
�1Xt�1 + c = 0 (8)

Et
�
cp1�Xt+1 j 't

�
� dp1Xt + dp�1�Xt + c = 0 (9)

In terms of the NPC, this is expressed as


fEt (�t+1)� �t + �zt + 
b�t�1 = 0 (10)


fEt (��t+1)�
�
1� 
f � 
b

�
�t + �zt � 
b��t = 0 (11)

Hence, to test the NPC within the Johansen and Swensen (1999) framework, we
can rewrite the coe¢ cients of the statistical model in terms of the parameters
in the NPC model

c1 =
�

f ; 0

�
� b (12)

c0 = (�1; �)
c�1 = (
b; 0)

with

d1 =
��
1� 
f � 
b

�
;��

�
� d

dp�1 = (�
b; 0)

d is the cointegration vector. The second step of the method consists in testing
the validity of the restrictions implied by the NPC using a maximum likelihood
ratio test.

4.3 The maximum likelihood estimators and the maxi-
mum likelihood ratio test

The maximum likelihood ratio test compares the likelihood of the unrestricted
cointegrated VAR with the likelihood of the cointegrated VAR under the rational

4The case where the number of cointegration vectors equals the number of rational expec-
tations hypothesis to be tested is a special case, and simpli�es the estimation procedure. Only
this case is described below, see Johansen and Swensen (1999) for details.
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expectations restrictions. Under the re-parametrization mentioned above, the
likelihood of the cointegrated VAR under the rational expectations restrictions
is the product of the conditional model for the cyclical factor and the marginal
model for in�ation.
In order to estimate the conditional model, one should regress ap�Xt on

bp�Xt + d
p
�1�Xt�1, d

pXt�1, �Xt�1 and the constant term. In terms of the
present model, we regress �zt on 
f��t�
b��t�1,

�
1� 
f � 
b

�
�t�1��zt�1,

�Xt�1 and the constant term. Denote by R1t the residuals in the regression
and de�ne S11 as be the sum of squared residuals

S11 �
1

T

TX
t=1

R1tR
p
1t (13)

The part of the maximized likelihood function from the conditional model is
then

L
�2=T
1:2max =

jS11j
japaj (14)

The marginal model is given by

bp�Xt = d
pXt�1 � dp�1�Xt�1 (15)

which for the speci�c model here is equivalent to


f��t =
�
1� 
f � 
b

�
�t�1 � �zt�1 + 
b��t�1 (16)

De�ne ~�22 as the sum of squared residuals in the marginal model.

~�22 � 1

T

TX
t=1

�

f��t �

�
1� 
f � 
b

�
�t�1 + �zt�1 � 
b��t�1

�
�
�

f��t �

�
1� 
f � 
b

�
�t�1 + �zt�1 � 
b��t�1

�p
The part of the maximized likelihood function from the marginal model is then

L
�2=T
2max =

���~�22���
jbpbj (17)

Consequently, the maximum value of the likelihood function under the rational
expectations hypothesis is given by

L
�2=T
Hmax =

���Ŝ11���
japaj

���~�22���
jbpbj (18)

The maximum likelihood ratio test compares the loglikelihood under the ratio-
nal expectation hypothesis to the loglikelihood of the unrestricted cointegrated
VAR, where the asymptotic distribution of the test statistic is �2 with degrees
of freedom equal to the di¤erence in the number of the parameters in the unre-
stricted case and under the hypothesis, corrected for the number of estimated
parameters.
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5 Data used in estimation

To estimate the NPC for Canada we use in�ation, marginal cost and real import
price data for Canada from 1973:1 to 2003:4. The in�ation rate is measured as
the log di¤erence of the (o¢ cially seasonally adjusted) implicit price de�ator of
GDP at market prices.5 The real marginal cost is measured by the deviation
of the labor share from its sample mean. We look at two measures of the
share. First, we use an unadjusted measure as in Gali and Gertler (1999) for
the United States and Gagnon and Khan (2004) for Canada. Then, in line with
the adjustment proposed by Batini, Jackson and Nickell (2005) and used on
Canadian data by Guay and others (2003), we also use a measure of the share
that is net of indirect taxes, it includes part of remuneration of the self-employed
that constitutes a return to labor rather than to capital, and is adjusted to
remove public sector inputs and outputs from the expression for the share. 6

Finally, to allow for the openness of the Canadian economy, we follow Batini,
Jackson and Nickell (2005) and modify marginal cost to account for the role
of imported material input prices under more general technologies than Cobb-
Douglas. This implies adding to (the log of) marginal cost the log of the ratio
of import prices to the GDP de�ator, weighted by a time-varying indicator for
the openness for the economy (export plus import volumes divided by GDP).7

The time-series of the data used are plotted in the Data Appendix.

6 Results

We present results along four subsections. Subsection 6.1 describes stationarity
results obtained using multivariate tests.8 . Subsection 6.2 presents parameter
estimates of the NPC system (equation (1)) and the likelihood ratio test for the
NPC obtained using Canadian data. Subsection 6.3 considers the possibility
that shifts in the mean of in�ation have occurred, arising, for example, through
shifts in anti-in�ation preferences of the Bank of Canada, and thus presents
estimates of the NPC system on two di¤erent samples�one pre and one post-
in�ation targeting. Finally, sub-section 6.4 repeats the analysis in 6.1-6.3 using
a measure of the labor share adjusted for net indirect taxes, self-employment
and the public sector.

5We thank Nicolas Raymond at the Bank of Canada for help with these data.
6These speci�c adjusted labor share data for Canada are those used by Guay and others,

2003. We thank Zhenhua Zhu for providing us with these data.
7Following Batini and others (2005), Gagnon and Khan (2004) �rst modi�ed Canadian

marginal cost in this way for estimates on Canadian data.
8We also conducted univariate tests. The results are plausible and largely consistent with

results from multivariate tests, but on the whole they tend to be less reliable as explained in
Johansen (1996). For space limitations, we thus only report results from multivariate tests.
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6.1 Step 1

6.1.1 Unrestricted VAR and residual diagnostics

The �rst step requires estimating an unrestricted VAR on the variables of
the system. Since Canadian in�ation seems to exhibit a break around 1990�
possibly in conjunction with the shift to in�ation targeting in 1991� one ques-
tion is whether we should do the analysis on the full sample or on split samples.
To ascertain this, we check for a possible break at the time of the regime shift

using the Chow breakpoint test. In line with �ndings in Ravenna (2000), who
documents a large post-1990 drop in in�ation persistence, the break-point Chow
test con�rms a structural break in 1991 Q3, in the year when Canada shifted
to in�ation targeting.(The sequences of the Chow test statistics normalized by
their critical values are plotted in Charts 2 and 3 in the Data Appendix.) Levin
and Piger (2002) also �nd evidence of structural breaks for various measures
of Canadian in�ation around this time�but not GDP price in�ation� using a
variety of test for structural breaks.
Testing for structural breaks is complicated by a number of factors and

results can di¤er sensibly given the test method and underlying assumptions
(see Stock, 2004). So we do not take a stand here on whether a break has
occurred or not and proceed looking both at results on the full sample and on
the split sample. In line with the �ndings of our test and in the literature, we
choose 1991 as the time of the break for our split sample.9

We estimate an unrestricted three-lag VAR in Canadian GDP price in�ation
and the unadjusted labor share modi�ed for open economy considerations, and
a constant term over the full sample and two similar VARs on the split samples.
The lag length was determined using standard lag length information criteria
(see Table 7 in the Data Appendix). Tests suggest that the residuals are not
white noise for the full sample. However, similar tests indicate that residuals
are no longer misspeci�ed when the sample is split (see Table 8 in the Data Ap-
pendix), implying that it is sensible to proceed with the Johansen and Swensen
method, at least on split samples.

6.1.2 Stationarity tests

Chart 1 in the Data Appendix plots Canadian GDP price in�ation and our (un-
adjusted) measure of open-economy marginal cost. These look highly correlated
contemporaneously, with in�ation moving from high and more volatile in the
1970s and 1980s to a lower and more stable level post 1990, and so lend visual
support to the hypothesis that in�ation in Canada has a unit root. We test for
the existence of a unit root in in�ation both over the entire sample and on the
split samples.

9Each step of the estimation of the parameters involves testing for the cointegrating rank,
estimating the reduced rank VAR and then estimating the parameters in a reduced rank
restricted VAR. To date no automated software exists to perform this task. Due to the
complexity of the estimation method and the fact that the estimates do not change much when
we consider one sample split, we decided to leave recursive estimation for future research.
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For the full sample, multivariate unit root tests using the trace test for
cointegration, give strong evidence of one stationary relation and one common
trend in the system (see Table 1 below).10 This is in line with in�ation being
integrated of order 1 over the full sample. For the full sample, we can thus
proceed to the analysis of the cointegrated VAR model with one cointegrating
relationship.
Results on the split sample are more mixed. Speci�cally, for the �rst sub-

sample, the multivariate unit root tests give strong indications of one stationary
relation. However, in the second sub-sample we can reject no stationary vectors
only at the 10 percent level.

1973-2003
� H0 : r = p Trace statistic

p = 0 21:926 (??)
0:149 p � 1 2:875
0:024
1973-1990
� H0 : r = p Trace statistic

p = 0 13:487 (??)
0:130 p � 1 4:287
0:063
1991-2003
� H0 : r = p Trace statistic

p = 0 19:841
0:241 p � 1 5:47
0:099

Table 1: Cointegration rank test statistics

6.2 Steps 2 and 3

6.2.1 Parameter estimates and restriction tests

Results in the previous section indicate that there is a unit root in the NPC sys-
tem (both in the full and in the split sample), and that variables in the system
are linked through one stationary relationship. Given this, we are interested
in testing whether such stationary relationship satis�es the restrictions implied
by the NPC (restrictions (3)) for reasonable parameter values of

�

b; 
f ; �

	
.11

Under the assumption that the in�ation has a unit root, there are three pos-
sible cases. First, the stationary relation is not the NPC. This would be the
case where the maximum likelihood estimates of the parameters in the station-
ary relation do not correspond to plausible parameter estimates for the NPC.
10 In Table 1, � denotes the eigenvalues of the �-matrix, and the test is for the number of non-

zero eigenvalues. �� means that the null-hypothesis is rejected at the 99 percent signi�cance
level.
11 In the literature, the parameters are commonly restricted by 0 < 
b; 
f ; � < 1.
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Second, the stationary relation is the NPC, and there is a cointegration relation
between the in�ation rate and the real marginal cost. This implies that both
the in�ation rate and the real marginal cost are integrated of order 1. Third, it
is possible that the stationary relation is the NPC, but can be represented by a
relation between the change in in�ation and the real marginal cost. In this case,
there is no cointegration, since the in�ation rate is integrated of order 1, but
the real marginal cost is stationary. In the following, we use the numerical op-
timization methods described in section 4.1 to obtain the maximum likelihood
estimates, the maximized value of the likelihood function and the likelihood
ratio test statistic for the NPC.
Tables 2 and 3 below show parameter estimates obtained maximizing the

likelihood via BSFG numerical methods on full and split samples. Likelihood
ratio tests indicate that on the split samples, the NPC �ts well Canadian data,
when the share of labor accounts for openness considerations but is not adjusted
for net indirect taxes or other data considerations. The �t, however, is less good
for the full sample, as the restrictions implied by the NPC can be rejected at
the 5 percent signi�cance level in the LR test.
Both on full and split samples, the estimated weight on the lag of in�ation,


b, is much lower than the estimated weight on the lead of in�ation, 
f , sug-
gesting that price-setters in Canada are predominantly forward-looking. The
estimated value of 
b is in general smaller than in Gagnon and Khan (2001)
and Guay, Luger and Zhu (2003), and the estimated value of 
f is in general
larger. However, Nason and Smith (2005) �nd very similar estimates when a
large set of instruments is included, but in their estimations the estimated value
of the coe¢ cient on the real marginal cost is much smaller than in our case.
For both the full sample and the later sample, our estimates of the coe¢ cient
on real marginal cost are generally on the higher side of those found in the lit-
erature for comparable measures of the share (see notably Gagnon and Khan,
2004). The analysis on split samples points to parameter instability of the es-
timates over time: in the later sample price-setters seem to have become more
forward-looking� in line with estimates of NPC or the United States and the
euro area on samples starting in the 1970s. Likewise in�ation seems to have
become almost three times more sensitive to the real marginal cost than in the
earlier sample.


b 
f � LR(5) p-value
0:271 0:729 0:376 23:36 < 0:05

Table 2: Parameter estimates with BSFG, 1973-2003

When the model is estimated with the restriction


b + 
f = 1

the LR test statistic is 3:96 for the �rst sample and 3:32 for the second sample.
Given the critical value for the LR-test with 1 degree of freedom at the 5 percent
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Period 
b 
f � LR(5) p-value
1973-1990 0:326 0:714 0:165 6:30 > 0:25
1991-2003 0:269 0:721 0:415 5:52 > 0:25

Table 3: Parameter estimates with BSFG, 1973-1991 and 1992-2003

signi�cance level is 3:84, the restriction cannot be rejected for the second sample.
This likely indicates that the Phillips curve in Canada is vertical in the long run,
with obvious implications for the objective of monetary policy.

6.2.2 LR-test for variable exclusion

The null-hypothesis that the one of the variables can be excluded from the NPC
can be tested as a test on the ratio of the likelihood of the NPC with the variable
and the likelihood of the NPC without the variable, under the assumption that
the restriction implied by the NPC is valid. This test is distributed as �2(1),
given the di¤erence in the numbers of estimated parameters. The LR test
statistics are in Table 4 below together with approximate p-value. They imply
that all the coe¢ cients, except from the coe¢ cient on the real marginal cost are
highly signi�cant.

Period 
b 
f �

1973-2003 7:42
[0:01]

4:68
[0:05]

4:00
[0:05]

1973-1990 16:04
[0:01]

10:78
[0:01]

0:42
[0:50]

1991-2003 12:42
[0:01]

13:78
[0:01]

3:62
[0:10]

Table 4: Likelihood ratio tests for variable exclusion, p-values in parenthesis

6.3 What happens when we adjust the labor share for
data considerations?

As explained in Batini, Jackson and Nickell (2005), on the face of it, the labour
share appears easy to compute: take the total compensation of employees in
the economy and divide it by the national income. In practice, there are three
issues to bear in mind when computing the labour share.
First, the share must be derived relative to a measure of value added that

is net of indirect taxes. Conceptually, �rms and workers can only lay claims on
revenue (in terms of output per head) that actually accrues to the �rm. By
de�nition, this will be net of taxes on value added, because the latter go to the
government and are not received by the �rm.
Second, as Bentolila and Saint-Paul (1999) emphasize, because the share

represents the remuneration of employees in value added, it ignores the part
of remuneration of the self-employed that constitutes a return to labour rather
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than to capital. There are two ways of adjusting for this. We can either augment
the numerator of the ratio de�ning the labor share to include the fraction of
total compensation of self-employed that relates to labour; or we can subtract
the amount of value added generated by self-employed from the denominator of
that ratio.
A �nal consideration when deriving a measure of labour share regards the

contribution of the public sector. It might be argued that the concept of labour
and capital shares only really make sense with regard to the market sector of
the economy. In this spirit, we may amend the labor share to remove the public
sector�s inputs from the numerator and the denominator of its expression. We
do so by subtracting from the numerator of the self-employed adjusted share,
the compensation of employees by the general government; and by removing
from the denominator of that share the general government total resources,
essentially a measure of general government gross value added. Chart 4 in
the Data Appendix o¤ers a plot of the labor share adjusted for open economy
considerations alone vis-a-vis the labor share adjusted also for net indirect taxes,
self-employment and public sector considerations.
In this section we thus repeat the analysis of the previous three subsections

using this adjusted measure of the share. Misspeci�cation tests and cointe-
gration results are reported in Tables 9 and 10 in the Data Appendix. The
cointegration tests indicate one stationary relation on the full sample. However,
there is no evidence of a stationary relation in the �rst sample, and evidence
of no stationary relation in the second sample. When this adjusted measure
of the share is used for 1973-1990, the parameters that maximize the maxi-
mum likelihood function are reasonable, as shown in Table 5 below. However,
when we attempt to estimate the NPC parameters during 1991 to 2003, the
BSFG algorithm, convergence depends on the initial values of the parameters
and for most initial values, the algorithm does not converge for a reasonable set
of parameters.

Period 
b 
f � LR(5) p-value
1973-1990 0:681 0:318 0:743 10:26 > 0:05
1991-2003 - - - - -

Table 5: Parameter estimates with BSFG, 1973-1990 and 1991-2003, labor share
adjusted for taxes, public sector and self-employment

One possible interpretation of these results is that the shift to in�ation
targeting in Canada has broken the link between in�ation and marginal cost
as speci�ed in the "hybrid" NPC perhaps through altering permanently the
nature of price-setting away from Calvo (1983) type set-ups to other set-ups,
like, for example, those in Dotsey, King and Wolman (2000). Another possible
interpretations�that would explain why the NPC �ts Canadian data well when
we use the unadjusted measure of the share but not when we use the measure
adjuste for taxes, self-employment and the public sector� is that the adjustment
is not the appropriate one. Additional factors may also play a role in the bad
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�t of the NPC over the later sample, notably the fact that desired mark-ups
(which are assumed �xed in the analysis above for simplicity) may have become
time-varying after the shift, or that the share of labor is no longer a good proxy
of marginal costs in Canada given shifts in taxes, the fraction of self-employed
in employment and/or the public sector post-1990. (See Batini, Jackson and
Nickell, 2001, for a discussion of how to measure marginal cost vis a vis average
cost).

7 Conclusions and future research

In this paper we have used a new method for estimating linear rational expec-
tation models containing I(1) variables to estimate the New-Keynesian Phillips
curve on Canadian data (1973-2003). Our results strongly indicate the pres-
ence of a unit root in Canadian GDP price in�ation rate over the full sample
and give evidence of a unit root in in�ation over the earlier period of the sam-
ple when we split the data into a pre and a post-in�ation targeting period.
We �nd that the NPC o¤ers a good representation of in�ation dynamics in
Canada for some� but not all� measures of marginal cost. Accounting for open
economy considerations seems particularly important for the �t. Contrary to
much previous literature, estimates of the NPC based on this method and this
assumption also support the super-neutrality result. In addition, estimation of
the NPC in the Johansen and Swensen (1999) framework overcomes the problem
of identi�cation associated with GMM estimation. Hence it possible to discern
empirically between forward-looking and backward-looking NPC speci�cations.
We �nd that both terms are important in determining in�ation.
One interesting avenue of future research could include estimating on Cana-

dian data the NPC jointly with a wage equation as in Sbordone (2004) and
Sbordone and Cogley (2004) under the hypothesis of a unit root in price in�a-
tion or both on price and wage in�ation.
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9 Technical Appendix: The statistical model and
the rational expectation hypothesis

Assume that the p-dimensional vectors of observation are generated according
to the VAR model12

Xt = A1Xt�1 + :::+AkXt�k + �+ �Dt + "t for t = 1; ::; T (19)

where X�k+1; :::; X0 are assumed to be �xed and "1; :::; "T are independent iden-
tically Gaussian vector with mean zero and covariance matrix �. The matrices
Dt, t = 1; :::; T , consist of deterministic series orthogonal to the constant term,
�. The VAR in equation (19) can be reparameterized as

�Xt = �Xt�1+�2�Xt�1+ :::+�k�Xt�k +�+�Dt+1+ "t for t = 1; ::; T
(20)

where
� = A1 + :::+Ak � I

12This part follows Johansen and Swensen (1999) closely.
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and
�i = � (Ai + :::+Ak) for i = 2; ::; k

For the process Xt to be I(1), we assume that the matrix � has reduced rank
0 < r < p and hence may be written as

� = ��j

where � and � are p� r matrices of full column rank.
The formulation of the rational expectations hypothesis takes the form

Et
�
cp1Xt+1 j 't

�
+ cp0Xt + c

p
�1Xt�1 + :::+ c

p
�k+1Xt�k+1 + c = 0 (21)

Et
�
cp1Xt+1 j 't

�
denotes the conditional expectation given variables X1; ::; Xt.

The p � q matrices ci, i = �k + 1; ::; 1 are known matrices, possibly equal to
zero. Assume that the two matrices c1 and c�k+1; ::; c0; c1 are of full column
rank. De�ning

d�i+1 = �
k�1X
j=i�1

c�j for i = 0; ::; k (22)

the restriction in equation (21) may be reformulated as

Et
�
cp1Xt+1 j 't

�
� dp1Xt + dp�1�Xt + :::+ dp�k+1�Xt�k+2 + c = 0 (23)

Reformulation of restrictions (21) and (23) as restrictions on the coe¢ cients
of the statistical model in equation (20). Taking the conditional expectations
of �Xt+1 given Xt; ::; X0 , and multiplying equation (20) by c

p
1, we get

cp1Et (�Xt+1 j 't) = cp1�Xt�1+ cp1�2�Xt�1+ :::+ cp1�k�Xt�k+ cp1�+ cp1�Dt+1

Inserting this expression into equation (23), implies that the following conditions
must be satis�ed:

cp1� = dp1
cp1�i = �dp�i+1 for i = 2; ::; k

cp1� = �c
cp1� = 0

Expressed in terms of the statistical model in equation (20)

��pc1 =
k�1

�
X

j=�1
cp�j = d1

cp1�i =

k�1X
j=i�1

cp�j = �d
p
�i+1 for i = 2; ::; k

cp1� = �H!
cp1� = 0
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Note that the �rst part of the restriction implies that the vector d1 must belong
to the space spanned by the columns of �, i.e. d1 is a cointegration vector.
Also, multiplying both sides by the matrix

�
�p�
��1

�p, one obtains the following

restrictions on the adjustment parameters in �: �pc1 =
�
�p�
��1

�pd1. Hence the
restrictions implied by the rational expectations hypothesis are simultaneous
restrictions on all parameters.
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10 Data appendix

10.1 Tables

Series Period Level Di¤erence
�t 1973:01-2003:04 �2:48 �12:48 (??)
�t 1973:01-1990:04 �1:60 �9:70 (??)
�t 1991:01-2003:04 �3:56 (?) �8:16 (??)
zt 1973:01-2003:04 �1:30 �4:67 (??)
zt 1973:01-1990:04 �2:27 �9:68 (??)
zt 1991:01-2003:04 �2:45 �7:18 (??)

Table 6: Univariate unit root test, 1973-2003.

13

Model Schwarz Hannan-Quinn Akaike
VAR(1) �6:69 �6:78 �6:84
VAR(2) �6:59 �6:73 �6:82
VAR(3) �6:60 �6:79 �6:93
VAR(4) -6:46 �6:71 �6:88

Table 7: Information criteria for determination of lag length, 1973-2003.

1973-2003 1974-1990 1991-2003
AR 1-5 F (20; 198) 0:98 [0:48] F (20; 94) 0:65 [0:87] F (16; 72) 1:70 [0:07]
Normality �2(4) 69:48 [0:00] �2(4) 31:36 [0:00] �2(4) 8:00 [0:09]

Table 8: Misspeci�cation tests.

13The sample is 1973:01-2003:04. The critical values of the ADF test are -2.89 at the 5
percent signi�cance level and -3.49 at the 1 percent signi�cance level.
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1973-2003 1974-1990 1991-2003
AR 1-5 F (20; 200) 2:05 [0:01] F (20; 96) 2:30 [0:00] F (16; 74) 2:10 [0:027]
Normality �2(4) 37:68 [0:00] �2(4) 8:15 [0:06] �2(4) 7:44 [0:11]

Table 9: Misspeci�cation tests, labor share adjusted for taxes, public sector and
self-employment

1973-2003
� H0 : r = p Trace statistic

p = 0 28:599 (?)
0:143 p � 1 10:404
0:084
1973-1990
� H0 : r = p Trace statistic

p = 0 15:032
0:199 p � 1 3:296
0:060
1991-2003
� H0 : r = p Trace statistic

p = 0 15:478 (?)
0:147 p � 1 5:025 (?)
0:073

Table 10: Cointegration rank test statistics, labor share adjusted for taxes,
public sector and self-employment

10.2 Charts
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Chart 1: In�ation and labor share adjusted only for open economy considerations, 1973-2003.
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Chart 2: Sequence of the Chow test statistics for the AR in�ation process, normalized by critical values.
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Chart 3: Sequence of the Chow test statistics for the AR labor share process, normalized by
critical values.
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Chart 4: Labor share, adjusted and un-adjusted for net indirect taxes, self-employment and
public sector considerations.
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