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1 Introduction

Gauge blocks are calibrated traceable to the definition of the metre by using wavelengths of light recommended
in the “Practical realisation of the definition of the metre,” which lists radiations that can be used to define
the metre [1]. The NRC gauge block interferometer (GBIF) is the instrument with which gauge blocks
are calibrated in accordance with the ISO 3650:1998(E) gauge block standard [2] for Canadian industry,
and in support of other calibration instruments in the NRC Dimensional Metrology Laboratory. Gauge block
calibration is one of the primary methods for dissemination of the definition of the metre. This instrument was
custom-built in-house, including hardware and software, and continues to undergo extensive testing exercises
to build confidence in its world-class performance [3]. The instrument was initially conceived in the 1950s [4]
and has gone through numerous upgrades and tests over the years. The last major software upgrade was in
1982, and hardware in 1997.

The NRC GBIF is upgraded in gradual stages between routine calibration work, since taking the GBIF
off-line for a prolonged period of time is disruptive. Some strategy ideas for this kind of upgrade style are
described in [5], which cites the NRC gauge block interferometer instrument and it’s recent upgrade as a
practical example. The present paper provides more detail on the hardware and software changes effected
in the current series of upgrades, and mentions ideas planned for the on-going upgrade work. The GBIF
instrument and calibration techniques on which these upgrades are based, are previously described in [6].
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2 NRC Gauge Block Interferometer Upgrades for 2000

The schematic diagram of the optical instrument, and procedures for wringing, set-up and measurement of
the gauge blocks are described in detail in NRC Document No. 40002 [6]. This paper describes the hardware
and software changes to that system.? Briefly, the NRC GBIF is a Michelson interferometer modified to use
collimated light (Twyman-Green configuration). It is a custom-built instrument, designed and assembled in-
house at the NRC. The inspiration for many of the recent improvements came as a result of the measurement
uncertainty evaluation for gauge block calibration with this measuring system [7, 8], and in preparation for the
pending addition of an infrared laser at nominal wavelength of 1.15 ym. Gauge block calibration procedures
are largely unchanged following the software and hardware upgrades described herein.

2.1 Software Upgrades
2.1.1 Gauge Block Length Evaluation by the Technique of Exact Fractions

The definition of the length of a gauge block is the perpendicular distance between any particular point of the
measuring face and the planar surface of an auziliary plate of the same material and surface texture upon
which the other measuring face has been wrung. [2]. The length of a gauge block ¢ includes the effect of
one-face wringing. The NRC gauge block interferometer applies the technique of exact fractions [9, 10]. The
basis of the method can be described mathematically by the following general expression:
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where m; are interference orders with integer k; and fractional F; parts,

Solution of equation (1) for the value of length ¢ follows from knowledge of the wavelengths of light \; used to
measure fractional interference orders F;. The integer orders are determined using a regression-style software
algorithm. The algorithm steps through test-length values, probing the match between the fractions evaluated
from the test length, and the fractions that were measured, looking for the best match. One of the pitfalls
of this technique is that there are several solutions for gauge block length ¢, equation (1), to choose from.
The criteria influencing the selection of the best solution, the one that represents the length of the gauge
block, are: the number of wavelengths used and their nominal lengths, the calibration accuracy of the vacuum
wavelengths, and the accuracy to which the fringe fractions are measured [11]. An expedient method for
choosing the most likely solution for the gauge block length is to observe the fitting result graphically. A good
quality measurement results in a characteristic symmetrical shape for the plot of fit parameter vs. length,
with one solution displaying a distinct minimum compared to the others. This graphical representation allows
quick operator judgement as to whether or not the fringe fraction readings F; were acceptable, or should be
repeated while the gauge block is still set up.

Because of the age of the programming language (Microsoft QuickBasic ca. 1980s), and the number of changes
to hardware periferals, it was deemed more expedient to upgrade to a newer programming language dedi-
cated to modular programming style, instrument control and data acquisition, rather than copy the original
software onto the new platform. LabView software Version 5.0 was selected for this application because it is
already being used with some experience in the Dimensional Metrology Laboratory, and it allows easy links
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with Microsoft Excel spreadsheets for effective display and storage of both raw data and evaluated values. In
LabView vocabulary, computer programs are referred to as “virtual instruments” or simply VIs. The mod-
ular structure of the graphical programming language lends itself to effecting upgrades in well-defined steps,
allowing verification of each measurement or evaluation task before continuing. This way, VIs representing
instrument control and data analysis can be combined together to form the overall or ‘root’ instrument VI,
representing the NRC gauge block interferometer instrument.

The new software uses a similar approach to the length evaluation algorithm as the old version. The software
was written in stages. The first stage was the evaluation of length using vacuum wavelengths. The second stage
included evaluation of refractive index of air (see below). Other modular VIs included: obliquity correction,
thermal expansion correction, measurement of environmental temperature, air pressure and relative humidity,
storing raw data, tables and graphs in Microsoft Excel software. Each VI was tested separately over a period
of weeks, over the range of gauge block lengths and operators, to ensure that the output of the new version
of the software matched the output of the old version. Upon combining these tested VIs to the overall GBIF
VI, it was tested alongside the old version to ensure the high integrity of output for various measurement
conditions and operators, before transfer of control from the old system to the new one.

2.1.2 Correcting Vacuum Wavelength for Refractive Index of Air

Upgrading the software in a series of tasks allows for the examination and testing of updates to empirical
equations or constants. In gauge block calibration by optical interferometry, evaluation of the correction
for the effect of the refractive index of air on the vacuum wavelengths of the light is the largest and one of
the most important corrections to the overall gauge block length measurement. In most laboratories, this
correction is evaluated by a series of empirical equations employing measured parameters of air temperature,
air pressure, relative humidity and wavelength of light in vacuum. There are currently several versions of such
equations in the literature, three of which are mentioned here. The differences between the Edlén equation
updates of Birch and Downs [13], the equations by Bonsch [14] and Ciddor [15] have been compared, and
acceptable agreement is found between the three methods, as shown in Figure 1. Nevertheless, the evaluation
of the refractive index of air used by the GBIF has now been changed from the Edlén equation of [13] to that
of Ciddor [15]. The primary incentive for this update is that Ciddor’s formulae are valid for the wavelength
range 300-1690 nm, whereas most other models have been verified only in the visible [13] or up to 780 nm
wavelength [14]. Ciddor’s version is more compatible with the 1.15 pm-wavelength laser addition to the GBIF,
and is well within the uncertainty of the other models.

The versions of Birch & Downs [13], Bénsch [14] and Ciddor [15] were programmed in separate VIs in order to
compare them with eachother. Measurements of check gauge blocks with history, over a range of lengths and
laboratory conditions were done applying Ciddor’s model. These results were compared with the evaluation
of the same raw measurement data with the Birch & Downs model, and also NRC’s ‘old’ software, to verify
that the Ciddor VI does not have errors in any of the stages of its implementation. The difference between
application of either of the two models for refractive index of air was shown to be typically less than 1 nm
over the range of nominal lengths of our calibration service.

Input quantities to the Ciddor equations are vacuum wavelength (A, pum), temperature (¢, °C = T — 273.15
K), pressure (p, Pa), relative humidity R% and COs content (z., ppm). Most equations for the refractive
index of air consider the partial pressure of water vapour (p,, Pa) rather than relative humidity. Relative
humidity is defined as R = (py/Psvp) X 100 and fractional humidity h = R/100. The partial pressure of water
vapour is determined from humidity measurement by taking the following BIPM density equation [16, 17] for

the saturation vapour pressure

2 -1
Deup = eAT TBT+C+DT (3)

where the constants A = 1.2378847 x 10~° [K~2], B = —1.9121316 x 1072 [K~1], C = 33.93711047, D =
—6.3431645 x 107 [K].
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Figure 1: This plot compares the values of the refractive index of air,
and their standard uncertainties, for three empirical equations. Each
equation is evaluated for the same environmental conditions and 633
nm nominal wavelength. The models compared are: Birch and Downs
[13], Bonsch [14] and Ciddor [15].

The refractive index of air is described by [15]

Nprop — 1 = ( Pa ) (Naws — 1) + < P ) (Nws — 1). (4)
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Equation (4) represents a sum of the refractive index of dry air n,.s and the refractive index of pure water
vapour n,,s, each weighted by a multiplicative factor that represents the ratio of the density of dry air p, with
respect to that of standard air pg.s, and the density of ambient moist air p,, with respect to the reference
density of standard water vapour p,s. Each of these terms is evaluated separately and substituted into
equation (4) to yield the refractive index of the laboratory air; they are briefly described below.

The following two dispersion equations describe: the refractivity of pure water vapour
(Nws — 1) x 10% = 1.022(295.235 + 2.6422 0% — 0.032380 0* + 0.004028 09 ), (5)

and the refractivity of standard air at 15 °C and 1 atm = 101.325 kPa
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where 0 = 1/ is the wave number in pm™~
(Nazs — 1) = (ngs — 1)[1 +0.534 x 107% (2, — 450)] (7)
where . is the COs content in parts per million.

The densities p; are determined from the following general expression

_ PM, [1—xw<1—Mw>}, (8)

M,

where T is temperature in degrees Kelvin, x,, the molar fraction of water vapour (see below), M, the molar

mass of dry air in kg/mol, M,, = 0.018015 kg/mol is the molar mass of water, R = 8.314510 Jmol *K~! the

revised molar gas constant and Z the compressibility factor. The molar fraction of water vapour in moist air

T, is given by:
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where f = a+ 3p+ 7t? is the enhancement factor of water vapour in air (o = 1.00062, 3 = 3.14 x 1078 Pa™!,
v =5.6 x 1077 °C~2). The molar mass of dry air M, in [kg/mol] is given by:

M, = [28.9635 4+ 12.011 x 10~ %(x, — 400)] x 107>, (10)

The compressibility Z is given by the following general equation

2
Z=1- () lao+art+aat+ (o + b t)wu+ (o +ert)ad |+ (5) (@+ea?) (11)
where
apg = 158123 x107% KPa~! o = 19898 x107% KPqg~!
ap = —29331x1078 Pg7! cg = —-2376x107% Pa!
as = 1.1043x1071 K 'Pg~! d = 183x107! K?Pa~?
by = 5.707 x 1076 KPag™! e = —0765x10"% KZ2?Pa2
by = —2051x10"% Pa!

Densities of standard air p,,s and standard water vapour p,s are evaluated by making the appropriate
substitutions in equation (8) and also using the compressibility of dry air Z, (equation (11) where T' = 288.15
K, p = 101325 Pa and z,, = 0) and the compressibility of standard water vapour Z,, (equation (11) where
T =293.15 K, p = 1333 Pa, and z,, = 1). Similarly, the density of the dry component of the laboratory air

becomes
pM,
= 1— 12
Pa ZRT ( xw) ) ( )

and the density of the water vapour component of the laboratory conditions is

_prx
Po="7RT "

(13)

Both of these latter two equations use the compressibility of the moist laboratory air determined by the
laboratory conditions and equation (11).

The uncertainty evaluation of these equations is discussed in §4 below.

3 Hardware Upgrades

The control computer of the GBIF has been changed to a Pentium II computer (STD Model Platinum 166
Series). As mentioned above, the software is custom designed for the GBIF application. The computer com-
municates to the Hewlett-Packard Data Acquisition/Control Unit (Model 3497A) through a GPIB interface.
Many of the peripheral sensor and control devices are connected to this scanner.

Several light sources provide the stable frequencies with traceability in accordance with the CIPM “Mise en
Pratique of the Definition of the Metre (1992)” [1]. A commercially available polarization-stabilized single
frequency He-Ne laser at 633 nm nominal wavelength (Coherent Tropel, Model 200) is calibrated at NRC
against an iodine-stabilized He-Ne laser operating in accordance with the Mise. Two other He-Ne laser
sources (TESA Division of Brown & Sharpe, Telford, UK) have nominal wavelengths of 612 nm and 543 nm.
A He-Ne laser of 1.15 pm nominal wavelength, built in-house by the INMS Frequency and Time Program, is
queued to be added on-line shortly. The light sources are being upgraded so as to replace the 114-cadmium
lamp with laser sources which have better characteristics for image processing applications.

The beam-splitter has been replaced. The new beam-splitter is made of highest-grade fused silica for optical
homogenaeity. It was polished and measured to A/100 in flatness, and subsequently coated with a 50/50
beam-splitting coating by the Optical Components Group at the NRC. Custom optics to accommodate the



visible and near-infrared wavelengths of the GBIF collimators were also designed and fabricated in-house at
NRC.

The optical fibre has been replaced with 0.16-Numerical Aperture silica multimode optical fibre of 200 pm
core diameter (Thorlabs Model No. FG-200-UAT') terminated with SMA connectors. The change from 600 pm
to 200 pm in fibre diameter results in a reduction of the obliquity correction by about an order of magnitude.
Connectorizing the fibre improves the robustness of alignment and stability of the instrument for changing
the fibre (a fibre of 400 um diameter is also available for use on the instrument in the case that higher optical
through-put is desired). The fibre end positioned with respect to the GBIF collimating lens serves as the point
light source for the collimator optics (i.e., on-axis and at the focus of the collimator). The mount holding the
fibre end has been upgraded to improve the relative positioning of the fibre end with respect to the collimating
optics. The other end of the optical fibre is mounted on the optical source table. All light sources are directed
to this fibre end. Each light source is selected by activating individual shutters placed in the beam of each
light source.

The GBIF uses bead-in-glass thermistors (VECO, SensiChip) calibrated by Thermometry at NRC for tem-
perature measurement. The GBIF temperature measuring system is verified by probing a gallium fixed point
cell. The gallium melting point is identified by the International Temperature Scale of 1990 (ITS-90) to define
the SI temperature scale. The thermistor probes are placed in a gallium cell (cell made by the Thermometry
Group at INMS) and the temperature is measured over the melting-point plateau, verifying that the temper-
ature measurement of the GBIF system agrees with the 29.765°C fixed point of the cell. The absolute air
temperature is measured with a combined standard uncertainty of 5 mK to a resolution of 1 mK (0.001°C).
Typical air temperature drift is less than 10 mK per hour.

Temperature of long gauge blocks is determined by taking the average of measurements made by two thermis-
tors. Each thermistor is fixed into a small copper block. The copper blocks are used as part of the support
structure of the long gauge blocks, each positioned at one of the two Airy support points. A small amount of
thermal paste between the gauge block side face and the copper block ensures good thermal contact. Tem-
perature measurement of short gauge block calibrations applies one such thermistor-copper block contacted
to a sample short gauge block in the neighborhood of the test arm of the GBIF.

Air pressure is measured using a Solartron Digital Pressure Module (Type DPM Model 7885-IM), calibrated
by Mechanical Metrology at NRC. This is an improvement over the previous pressure gauge as the new gauge
can be calibrated to an expanded uncertainty (k=2) of 10 Pa in absolute accuracy, compared to the previous
100 Pa. Furthermore, the secular stability of the new gauge is better than that of the capacitance monometer
style of pressure gauge [12], providing increased confidence in its integrity between calibrations. Air pressure
drift during gauge block measurements generally follows the ambient atmospheric conditions.

4 Measurement Uncertainty

The measurement uncertainty is evaluated following the rules of the Guide to the Expression of Uncertainty
in Measurement [18] or GUM. The GUM groups statistical evaluation of uncertainty as Type A, and all
other forms of uncertainty evaluation as Type B. In the terminology of the GUM, standard uncertainty is
equal to, or is the analogue of one standard deviation. The combined standard uncertainty is the sum of
squared standard uncertainty components. Each component represents the standard uncertainty attributed
to each factor that influences the outcome of the measurement. The influence parameters and the standard
uncertainties listed in Table 1 represent best measurement capability at NRC. Length dependent and end-
effect uncertainties are summed separately in quadrature, and combined as a final step in the evaluation of
the expanded uncertainty U = ku,, where k = 2.

Standard uncertainties u(x;) listed in Table 1 are evaluated from characterization experiments performed
in-house on the NRC gauge block interferometer, calibration certificates from sensor calibrations, or manu-
facturers specifications. The detail of this uncertainty evaluation is described in [8].



Influence
Factor

Ly

Fraction measurement (Type A)
Wringing (Type A)
Phase-change
Gauge block flatness and parallelism
Interferometer optics:
Wavefront errors
Obliquity:
source size
alignment higher-order
He-Ne laser:
1-year drift
calibration
Thermal dilatation coefficient®
Gauge temperature:
calibration
drift
gauge gradient
reading resolution
higher order term
Refractive Index of Air:
Ciddor equation
Air pressure
calibration
reading capability
drift
Air temperature
calibration
reading capability
drift
Humidity
accuracy
reading capability
drift

Expanded Uncertainty (k=2):

Physical
Standard
Uncertainty

u(x;)

0.01 fringe
6 nm

10 nm

2 nm

3 nm

3.5 pm
(0.3/4/3) mm

0.01 ppm
0.002 ppm
1 ppm/K

2 mK
4 mK
6 mK
1 mK

0.01 ppm

5 Pa
1 Pa
3 Pa

2 mK
1 mK
4 mK

1.2%
0.1%
1%

Contribution
to Length
Uncertainty
ez u(x;) /nm

0.001L
0.1L

0.005L
0.001L
0.005L

0.023L
0.046L
0.069L
0.012L
0.008L

0.010L

0.014L
0.003L
0.008L

0.002L
0.001L
0.004L

0.010L
0.001L
0.009L

21/12.42 +0.1442L2 nm

ppm: parts per million = 10~

T Assumes steel gauge block, @ = 11.5 ppm/K and 50 mK temperature deviation from

20°C.

Table 1: Standard uncertainties attributed to best measurement capa-
bility of gauge blocks in the NRC gauge block interferometer, where L
is in millimetres. A coverage factor of £ = 2 is used for the expanded
uncertainty. All uncertainty evaluations are Type B, except where noted

in the table.



The standard uncertainty of the empirical equations for the refractive index of air is quoted by Ciddor to be
1x 1078 — the same as that quoted for the other models. With the change in the equation for the evaluation
of refractive index, it is necessary to confirm that the sensitivity coefficients for the uncertainty evaluation
represent the same functional dependence as for the previous equation for refractive index. The equations
of Ciddor are many, and complex enough that the evaluation of the sensitivity coefficients in an analytical
manner would be arduous. Therefore, 1., of equation (4) was plotted for variations in each of the input
parameters x; to determine the slope m of the refractive index np,op = mz; + b. Evaluated refractive index
was plotted for parameters of air temperature (z; = t), pressure (x; = p), relative humidity (z; = RH) and
vacuum wavelength (z; = ). All of the plots were linear within the range of experimental conditions that
would typically be observed in the laboratory. As expected, the values of the sensitivity coefficients determined
in this way are the same as the those determined in the analytical evaluation for the Edlén equation [8].

5 Summary

Recent hardware and software updates to the NRC gauge block interferometer are described. These, and
ongoing upgrades to the instrument, result in improved confidence in the calibration of short and long gauge
blocks. Upgrades to be brought on-line shortly include the application of phase-shifting and image processing
techniques to the interference fringe analysis, custom designed optical elements and the addition of a new
infrared laser source.
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